
1.	 INTRODUCTION
India lives in villages. Sixty-five percent of Indian 

population lives in villages for whom agriculture is 
the main source of income. Agricultural growth rate 
was pegged at 4% in 2016-17. Rice and Wheat are the 
major cereal crops grown in the Indian subcontinent. 
Together, they were grown in more than 72 million 
hectares in 2012-13. Globally, India stands second 
in production of rice with nearly 42 million hectares 
under rice cultivation producing around 106 million 
tonnes. Similarly, India also stands second in wheat 
production with nearly 30 million hectares under 
cultivation producing 95 million tonnes of wheat. This 
high production values have made India self-sufficient 
in these two cereals. Though the production of rice 
and wheat have an increasing trend over the years, it 
is necessary to forecast their production using sound 

statistical modelling techniques. These forecasts will be 
useful to the governments and agribusiness industries 
to execute policies for providing technical and market 
supports.

In statistical time-series modelling, the historical 
data of the variables under study are collected, analyzed 
and subsequently the models describing the underlying 
relationship are developed. In recent past, much effort 
has been directed towards developing and improving 
time-series forecasting models. The most important 
and widely used time-series model is the Box-Jenkins 
Autoregressive Integrated Moving Average (ARIMA) 
modelling and forecasting methodology. The ARIMA 
model is popular among the researchers because of its 
statistical properties. The applicability of well-known 
Box-Jenkins methodology in the model building process 
(Box et al., 1994) makes it an appropriate choice for 
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modelling and forecasting. Many researchers have used 
ARIMA technique to study the production of several 
agricultural commodities like Rice (Raghavender, 
2010; Rahman, 2010; Suleman and Sarpang, 2011, 
Ravichandran, 2012; Jhambulkar, 2013), Maize 
(Badmus and Ariyo, 2011) and Wheat (Iqbal et al., 
2005). However, when more than one variable is to 
be modelled, ARIMA necessitates each series to be 
modelled separately consuming good amount of time 
and other resources. This problem can be addressed 
by applying multivariate time-series analysis such as 
Vector AutoRegressive Moving Average (VARMA) 
models (Lütkepohl, 2006). In VARMA models, all the 
series under study are modelled together simultaneously. 
Besides, the VARMA modelling method is simple 
since all variables considered are endogenous and the 
Ordinary Least Square technique (OLS) can be applied 
for estimation of parameters making it advantageous 
over other multivariate modelling techniques like 
simultaneous equation models (Gujarati et  al., 
2009). Also, since all the variables are considered 
simultaneously, it helps in capturing the relations 
between different series giving us better models than 
those by the univariate time-series models. Studies 
have been attempted to use Vector Autoregression 
(VAR) models to study fish landings (Sathianandan, 
2007), oil prices (Kilian, 2011) and coffee prices 
(Yashavanth et  al., 2017). The present study focuses 
on the application of VARMA time-series model to 
model and forecast the annual production of Rice and 
Wheat in India and compare the results obtained with 
the ARIMA time-series modelling procedure.

2.	 MATERIALS AND METHODS

2.1	 Data
Time-series data on annual production of rice and 

wheat in India from the year 1965 to 2017 available at 
www.indiastat.com was utilized for the present study. 
As per time-series modelling procedure, part of the 
data is utilized for developing appropriate model and 
part for validating the developed model. Accordingly, 
in the present study, data pertaining to 1965 to 2012 
are utilized for developing appropriate model and the 
remaining data from 2013 to 2017 are utilized to test 
the developed model. 

2.2	 ARIMA Approach
ARIMA time-series modelling procedure due 

to Box et  al. (1970) are an extension to the ARMA 

(Autoregressive Moving Average) models (Whittle, 
1951) and comprise the most general class of time-
series models useful in modelling and forecasting non-
stationary time-series data. In an ARIMA model, it is 
assumed that the time-series variable under study is a 
linear function of the past actual values and random 
shocks. 

In general, an ARIMA model, represented as 
ARIMA (p, d, q), comprises three components: (i) p, 
the order of Auto-Regression (AR); (ii) d, the order of 
integration (differencing) to achieve stationarity; and 
(iii) q, the order of Moving Average (MA). ARIMA 
technique is a parsimonious approach representing 
both stationary and non-stationary processes.

Consider an ARMA (p, q) process defined by 
Equation (1)
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where, yt are the actual values and εt are random 
shocks at time period t. ϕi (i=1, 2, …, p) and θi (j=1, 2, 
……, q) are the model parameters. The random errors, 
εt are assumed to be independently and identically 
distributed with mean of zero and constant variance, 
σ2. The first and most important requirement in 
ARIMA modelling is to ensure that the series under 
study is stationary since the estimation procedure 
is available only for a stationary series. A series is 
regarded stationary if its statistical characteristics such 
as the mean and the autocorrelation structures do not 
change over time. The stationarity of a time-series 
can be confirmed either by a time plot, which requires 
some experience or by using unit root tests like the 
parametric Augmented Dicky-Fuller test (Dickey and 
Fuller, 1979) or the non-parametric Phillips-Perron 
unit root test (Phillips and Perron, 1988). If a series 
is found to be non-stationary based on these tests, it 
can be made stationary by differencing. The number of 
times a series is differenced to achieve stationarity is 
referred to as the order of integration, d. Sometimes, 
other appropriate transformations like logarithmic 
transformation are used to achieve stationarity. Once 
the stationarity of the series is established, the Box-
Jenkins approach, which goes in four steps viz., (i) 
identification (ii) estimation (iii) diagnostic checking 
and (iv) forecasting is employed. In the identification 
stage, multiple ARMA models with different values 
for q (MA terms) and p (AR terms) are chosen based 
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on Auto-Correlation Function (ACF) and Partial Auto-
Correlation Function (PACF), respectively. This is 
followed by the estimation stage, where parameters of 
the tentative models are estimated by employing any 
of the non-linear optimization procedures such that the 
overall measure of errors is minimized or the likelihood 
function is maximized. Among all the candidate 
models, the best suited ARIMA model is selected by 
using Information Criteria. The model which has the 
smallest Akaike Information Criterion (AIC) (Akaike, 
1974) or Schwarz-Bayesian Criterion (SBC) (Schwarz, 
1978) value is chosen as the best suited model for the 
data under study. In the diagnostic checking stage, the 
residuals are checked for the normality and adequacy 
of the model. In the final forecasting stage, the future 
values are forecastedusing the chosen model.

2.3	 VARMA Model
The ARIMA model involves only one variable. In 

an ARIMA (p, d, q), we regress a variable on p lags 
of itself and q lags of the random shocks. In contrast, 
a vector autoregressive moving average model, or 
VARMA (p, q), involves k variables and k different 
equations are estimated. In each equation, we regress 
the relevant left hand-side variable on p lags of itself 
and all other variables, q lags of shocks of itself and 
all other variables. Thus the right hand side variables 
are the same in every equation – p lags of every 
variable and q lags of every random shock (Tiao and 
Tsay, 1989; Lütkepohl, 2005). This allows for cross-
variable dynamics in VARMA models, which is absent 
in univariate models. 

For k time-series {Y1t}, {Y2t}, …, {Ykt}, (t=0, 1, 2, 3, 
…, n) at equally spaced time intervals, the components 
can be represented by a vector Yt= (Y1t, Y2t, …, Ykt)T 

called as a vector of time-series. A vector time-series 
with k components can be modelled by a VARMA 
model of order (p, q) denoted by VARMA (p, q), and 
its expression is

Yt = �μ + β1Yt-1 + β2Yt-2 +…+ βpYt-p + θ1εt‑1 + 
θ2εt-2 +…+ θqεt-q + ξt� (2)

where μ is the mean vector of the series, βi (i=1, 2, 
…, p) and θj (j=1, 2, …, q) are k×k parameter matrices, 
ξt = (ξ1t, …, ξkt)T are independently and identically 
distributed random innovation vectors with zero mean 
and constant dispersion matrix Σ.

2.4	 Forecast Accuracy Measures
The ability of different models to forecast the 

time-series values is assessed by using two common 
performance measures, viz. the Root Mean Squared 
Error (RMSE) and the Mean Absolute Percentage Error 
(MAPE) (Hyndman and Koehler, 2006). The RMSE 
measures the overall performance of a model and is 
given by Equation (3)
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where, yt is the actual value for time t, ˆty  is the 
predicted value for time t, and n is the number of 
predictions. The second criterion, the MAPE is a 
measure of average error for each point forecast and is 
given by Equation (4)
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where, the symbols have the same meaning as 
above. The model with least RMSE and MAPE values 
is considered as the best model for the data.

3.	 RESULTS AND DISCUSSION

3.1	 Descriptive Analysis
The Table 1 gives the descriptive statistics of the 

production data for rice and wheat used in the study. 
The production has increased continuously over the 
time and reported the maximum production of 109.1 
million tonnes and 97.4 million tonnes in 2016-17 for 
rice and wheat respectively. The measures of dispersion 
were found to be almost same for both the series.

Table 1. Descriptive statistics of production data used  
in the study (in million tonnes)

Series Minimum Maximum Mean Standard 
Deviation Skewness Kurtosis

Rice 30.4 109.1 70.2 23.5 -0.021 -1.286

Wheat 10.4 97.4 54.3 24.8 -0.019 -1.118

The foremost step in time-series analysis is to plot 
the data under study to have a visual inspection over its 
behaviour. Fig. 1 shows the time-series plot of annual 
production of rice and wheat in India for the periods 
1965-2017.

A perusal of Fig.  1 shows a positive trend in 
production values indicating non-stationary of both 
the series. The Augmented Dickey-Fuller (ADF) test is 
performed to confirm the presence of non-stationarity 
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in the original data, results of which are given in 
Table 2. The Table also includes the results of ADF test 
performed after first differencing. The values clearly 
indicate the non-stationarity of both original series. 
Hence, the series were differenced and the ADF test 
results indicate that the differenced series are stationary 
and no further differencing is needed. Fig. 2 gives the 
plot of annual production of rice and wheat after first 
differencing. Unlike as in Fig. 1, the differenced series 
plotted in Fig. 2 does not show any upward trend and 
the fluctuations are also more or less same throughout. 
Thus, it is evident from the figure that the mean 
and variance are more-or-less constant throughout 
indicating the stationarity of the series.

Table 2. Augmented Dickey-Fuller test for stationarity

Series Type
Original series 1st differenced 

series

ADF 
value

p - 
value

ADF 
value

p - 
value

Rice Zero Mean 0.92 0.891 -88.29 0.0001

Single Mean -0.84 0.896 -136.36 0.0001

Trend -30.38 0.002 -136.57 0.0001

Wheat Zero Mean 1.38 0.952 -27.70 0.0001

Single Mean -0.05 0.951 -72.16 0.0003

Trend -16.35 0.099 -71.13 0.0001

0.0

20.0

40.0

60.0

80.0

100.0

120.0

19
49

-5
0

19
51

-5
2

19
53

-5
4

19
55

-5
6

19
57

-5
8

19
59

-6
0

19
61

-6
2

19
63

-6
4

19
65

-6
6

19
67

-6
8

19
69

-7
0

19
71

-7
2

19
73

-7
4

19
75

-7
6

19
77

-7
8

19
79

-8
0

19
81

-8
2

19
83

-8
4

19
85

-8
6

19
87

-8
8

19
89

-9
0

19
91

-9
2

19
93

-9
4

19
95

-9
6

19
97

-9
8

19
99

-0
0

20
01

-0
2

20
03

-0
4

20
05

-0
6

20
07

-0
8

20
09

-1
0

20
11

-1
2

20
13

-1
4

20
15

-1
6

Pr
od

uc
tio

n 
(M

illi
on

 T
on

ne
)

Year

Production of Wheat & Rice

Rice Wheat

Fig. 1. Trend in production of rice and wheat in India
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Once we achieved stationary time-series, the 
autocorrelation function (ACF), partial autocorrelation 
function (PACF) are used to find out the ARMA 
structures. The ACF and PACF of the original as well as 
the differenced series are plotted in Fig. 3(a)‑3(d). The 
Fig. 3(a) and 3(c) give the values of auto-correlation of 
differenced rice and wheat series with their respective 
lagged values up to 16 lags. Similarly, Fig.  3(b) and 
3(d) give the correlation of the differenced rice and 
wheat series with their residuals. It is evident from 
these plots that the values for ACF are significant at 
lags 0, 1 and values for PACF are significant at lag 1. 
Thus, the optimum ARMA models can be of the 
order with combinations p = 0, 1 and q = 0, 1. Hence, 
the candidate ARIMA models are of order (1, 1, 0), 
(0, 1, 1) and (1, 1, 1) for both rice and wheat. These 
candidate models were fit for the data and AIC and 
BIC values were found out (Table 3). Based on the AIC 
and BIC values, ARIMA (0, 1, 1) and ARIMA (1, 1, 0) 

were selected as the best models for rice and wheat 
respectively, since the AIC and BIC values were least 
for these models. These models are given below:

( ) ( )
−∆ = + t 1rt 1.54 1y

0.056 0.302
ε

� (5)

( ) ( )
−∆ = + wt 1wt 1.80 0.436yy

0.358 0.140 � (6)

where, ∆yrt is the first differenced production 
value for rice at time t and ∆ywt is the first differenced 
production value for wheat at time t. The values in the 
parenthesis are the standard errors of the corresponding 
parameter estimates. Model in equation (5) pertains 
to rice wherein the values for rice production can be 
obtained by using first lag of moving average terms. 
Similarly, equation (6) pertains to wheat wherein the 
values for wheat production can be obtained by using 
first lag of auto-regression terms. 

(a) ACF for differenced rice series (b) PACF for differenced rice series

(c) ACF for differenced wheat series (d) PACF for differenced wheat series

Fig. 3(a)-3(d). ACF and PACF values of the differenced series of Rice and Wheat
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Table 3. Information Coefficients for ARIMA models

Model
Rice Wheat

AIC BIC AIC BIC

ARIMA (1, 1, 1) 290.01 295.50 248.96 254.45

ARIMA (1, 1, 0) 296.25 299.90 247.08 250.74

ARIMA (0, 1, 1) 288.20 291.85 247.75 251.40

For fitting VARMA models, orders upto p=5 and 
q=5 are considered for the candidate models. Based 
on the information criterion and number of significant 
parameters, VARMA (1, 1, 1) is chosen as the best-
suited model. The parameter estimates were obtained 
by employing least squares estimation. The chosen 
model is given below:

( ) ( ) ( ) ( ) ( )0.371
− −∆ ∆∆ = − + + +rt 1 wt 1 rt-1 wt-1rt 1.252 0.233 y 0.356 y 0.788 0.042y

0.056 0.302 0.337 0.380
ε ε

� (7)

( ) ( ) ( ) ( ) ( )0.371
− −∆ ∆∆ = − + + +rt 1 wt 1 rt-1 wt-1rt 1.252 0.233 y 0.356 y 0.788 0.042y

0.056 0.302 0.337 0.380
ε ε

� (8)

The residuals of the fitted model are checked 
for presence of autocorrelation and ARCH effects. 
Table 4 describes how well each equation of the 
VARMA  (1, 1, 1) model fits the data. The Durbin-
Watson statistics is close to 2.0 for rice and wheat 
indicating the absence of autocorrelation between the 
residuals. Similarly, the insignificant F-values point out 
the absence of ARCH effects.
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Fig. 4. Actual and forecasted annual rice and wheat production.
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Table 4. White noise diagnostics

Variable
Autocorrelation
(Durbin-Watson 

statistics)

ARCH effect

F value p > F

Rice, yr 1.995 0.18 0.674

Wheat, yw 2.182 0.13 0.723

The actual and forecasted values are plotted in 
Fig. 4 for a visual inspection. It is clear from the figure 
that the fitted values from both ARIMA and VARMA 
models are close to the actual values. In case of rice, 
the VARMA model is found to be more efficient than 
ARIMA model in capturing the fluctuations. But in 
case of wheat, both ARIMA and VARMA models 
perform equally well in capturing the fluctuations. The 
estimates and forecasts of ARIMA and VARMA model 
are compared using the measures of goodness of fitness 
via., RMSE and MAPE for different series (Table 5). 
The results from this are quite exciting. For the data 
used for training, the VARMA model has performed 
better for rice while ARIMA model has performed 
better for wheat. Whereas in case of testing data, 
VARMA model has performed better for wheat while 
ARIMA model has performed better for rice. However, 
the MAPE values are less (<10 %) for both ARIMA 
and VARMA models. Thus, it is clear from the results 
that both ARIMA and VARMA model are equally 
efficient for modelling the time-series data and the 
best model among them, for the given data, can only 
be chosen looking at their forecasting performance. 
Similar results were obtained for modelling demand 
in emergency department (Patrick et  al., 2015). 
However, VARMA models have been found to perform 
better than the ARIMA models when the series are 
cointegrated (Yashavanth et  al., 2017). The fact that 
the production of rice and wheat are independent of 
each other could be the reason that the VARMA model 
has not performed better over the ARIMA models. 
These modelling techniques can be effectively utilized 
for forecasting agricultural commodities since the 
production of agricultural commodities are important 

and this will help the policy makers for proper policy 
planning. Policy on import or export of agricultural 
commodities has to be decided well in advance of 
the harvesting season. These time-series models can 
also be utilized for forecasting of prices of essential 
agricultural commodities as both the consumers and 
producers need better pricing. Since most of the data 
are collected over a period of time, these time-series 
techniques are essential and appropriate for modelling 
and subsequent forecasting.

4.	 CONCLUSIONS AND 
RECOMMENDATIONS
Agriculture in India is dominated by cultivation of 

two major cereals viz. rice and wheat, which occupy 
most of the cropped area. Rice is grown in almost all 
the ecological and agro-climatic regions irrespective 
of the altitude. Production of rice and wheat have 
reached all-time high in 2016-17. Since these two 
are very important crops, it is imperative to model 
the all-India timeseries data on rice and wheat using 
various time-series modelling techniques. ARIMA 
time-series modelling methodology have been utilized 
widely for modelling and forecasting of univariate 
time-series data. The multivariate variant of ARIMA, 
VARMA modelling and forecasting is advantageous 
over ARIMA for multivariate time-series data. With 
this background, an attempt was made in this study to 
model time-series data on rice and wheat separately and 
jointly by utilizing ARIMA and VARMA time-series 
modelling methodologies. Generally, it is observed that 
the VARMA modelling and forecasting methodology 
performed better than ARIMA with reference to 
measures of accuracy such as RMSE, MAPE, AIC, and 
BIC. It may be noted that VARMA performs better only 
when there exists relation between the variables. Here, 
the production of rice does not affect the production of 
wheat and vice-versa. Hence, the performance of these 
models is not similar with respect to the commodities 
utilized. Using the best suitable models found for rice 
and wheat, forecasts for 2019-20 were carried out 

Table 5. Comparison of model performance

Variable

Training Validation

RMSE MAPE (%) RMSE MAPE (%)

ARIMA VARMA ARIMA VARMA ARIMA VARMA ARIMA VARMA

Rice, yr 5.2 5.0 6.6 6.8 1.9 4.5 1.5 3.7

Wheat, yw 3.3 3.3 6.0 6.2 6.7 6.3 6.1 5.7
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and it is found out to be 114 million tons for rice and 
106 million tons for wheat. This methodology can 
be extended for modelling and forecasting of other 
agricultural commodities and can also be applied in 
other areas of agricultural research as these techniques 
have still not been utilized in agriculture and allied 
disciplines. 
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