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SUMMARY
In the present paper, robustness of the model based estimator of finite population total under error-in-variables super population model in 

stratified sampling has been investigated. An empirical study with real data revealed that the stratified balance sampling has minimized the percent 
loss in precision to the great extent due to measurement error in y along with protection against the deviation of the assumed/working model. 
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1.	 Introduction

Measurement error is likely to occur when 
measuring instruments are inaccurate or biased in 
finite population survey sampling. If the respondents 
are human population, the respondents may not 
provide exact information because it is based on recall-
basis, which may creep up response error that come 
under measurement error. Fuller (1987) quoted some 
characteristics such as age, income, unemployment 
etc which are generally subject to measurement error/ 
response error. He reported that the measurement error 
is about 15 per cent of the total variation for income. 
Bolfarine (1991) considered regression models that 
take such errors into account. However, he considered 
that samples came from bivariate normal population 
with constant model-error variance. Chattopadhyay 
and Datta (1994) extended the work of Bolfarine 
to stratified sampling by considering the location 
error-in-variables super population model. Various 
research workers have dealt with such situations in the 
past. Notably among them are Battese et  al. (1988), 
Mukhopadhyay (1994), Eltinge (1994), Stefanski 
(2000), Ghosh & Sinha (2007), etc.

When we consider the model-based/model 
assisted estimation of finite population total or mean 
of the study variate y, it has been found generally in 
most of socio-economic surveys that variance of y 
is a function of the auxiliary variable x related to y. 
The structure of the variance function is generally 
as ( ) 2 g

i iV y x= σ , 1/ 2 2g≤ ≤ , for most of the data 
encountered in practice, where 2σ  is variance of error 
term in the model (see the work of Rao and Bayless; 
1969, Bayless and Rao, 1970 etc). Also for instance, 
Royall (1970, 1971) and Royall and Herson (1973a, 
1973b) have assumed g=1. Scott et  al. (1978) have 
considered g=2. Royall and Herson (1973b) have 
extended their work of 1973a to the stratified sampling 
when stratification is done on size variable (x) by 
assuming the following super population model

1/2
hi h hi hi hiy x e x= β + , i=1, 2, …, Nh, h=1, 2, …, H

( ) 2
hi e hiV y x= σ  � (1.1)

They referred the model (1.1) as ξ -model, denoted 
as ( )0,1; hxξ . The strata were formed as follows: The 
N1 units whose x-values are smallest form stratum 
1, the next N2 smallest units from stratum 2, and so 
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on, such that 
1

H

h
h

N N
=

=∑ . Thus, no unit in stratum h is 

larger than any units in stratum h+1. They suggested a 

model-based separate ratio estimator of 
1 1

hNH

hi
h i

T y
= =

=∑∑ , 

the finite population total, under the model (1.1). The 
estimator of T they developed is

1

ˆ ˆ
H

h
h

T T
=

=∑  � (1.2)

where ˆˆ

h h

h hi h hi
i s i s

T y x
∈ ∈

= +β∑ ∑ , ˆ /
h h

h hi hi
i s i s

y x
∈ ∈

β =∑ ∑ , a 

best linear unbiased estimator (BLUE) of ,hβ  hs  is 
a sample of hn

 units and hs  is compliment of hs  in 

stratum h such that h h hs s N∪ =  and 
1

H

h
h

n n
=

=∑ . The 
model variance of T̂  is given by 

( ) 2

1 1

ˆ
h

h

h

hi NH
i s

e hi
hih i

i s

x

V T x
x

∈

= =
∈

= σ
∑

∑ ∑∑
 � (1.3)

They also proved a theorem, which is stated below 
without proof

Theorem 1: If 1/2
h h hn N x∝ , i.e. 

1/2

1/2

1

h h
h H

h h
h

nN x
n

N x
=

=

∑
, 

where hx  is stratum mean of x in stratum h, then under 
the general polynomial model ( )1, ,...., :o J hxξ δ δ δ  of 
degree J, the strategy ( ) ˆ,s J T+ 

   is more efficient than 
the strategy ( ) ( )ˆ, 0,1:s J T x 

  , where ( )ˆ 0,1:T x  is the 
estimator of T under the model ( )0,1: xξ  when there 
is no stratification of the population. Note that s(J) and 
s+(J) are simple balance and stratified balance sample 
(see, Royall and Herson, 1973a, 1973b).

Under optimum allocation in Theorem 1 and 
stratified balance sampling, the variance of T̂  in (1.3) 
reduces to

22 1
2

1

ˆ( )
H

e
opt h h

h

V T N x nNX
n =

  σ  = −     
∑  � (1.4)

Sisodia et al. (2015) have made an attempt to study 
the effect of measurement error in y under the model 
(1.1). A simulation study conducted by them showed 
that standard error of the estimate got inflated by 

about 8 to 10 percent depending upon the ratio 
2

2
v

e

σ
δ =

σ
,  

where 2
vσ  and 2

eσ  are variances of measurement error 
and model error, respectively.

In the present paper, an attempt has been made 
to examine the robustness of the predictor of finite 
population total if the models considered by Sisodia 
et  al. (2015) deviates, i.e. these models are not 
perfectly correct rather some other models are correct.

2.	 �Robustness of the estimator 
under the model (0,1: )hxξ  when 
study variate is subject to 
measurement error : 

We consider the following error-in-variable super 
population model

1 2
hi h hi hi hiy x e x= β +  , i = 1,2,…, hN , h = 1,2…,H

hi hi hiY y v= +  � (2.1)

where hiy  and hiY  are true and observed value 
of the study variate y, respectively. hie  and hiv  are 
model and measurement error, respectively, with 
( ) ( ) 0hi hiE e E v= = , ( ) 2

hi ev e = σ , 2( )hi e hiv y x= σ  and 
2( )hi vv v = σ  for all i and h. It is also assumed that hie  

and hiv  are mutually independently distributed. The 
model (2.1) is referred to as ξ -model and denoted as 

(0,1: )hxξ . The objective is to estimate 
1 1

hNH

hi
h i

T y
= =

=∑∑ , 
the finite population total of y.

Sisodia et al. (2015) have shown that the estimator 

1
1

ˆ ˆ
H

h
h

T T
=

=∑  under the model 2.1 is model unbiased 

estimator of T, where ĥT  is model based unbiased 

estimator of 
1

hN

h hi
i

T y
=

=∑ , given by

ˆˆ

h h

h hi h hi
i s i s

T Y x
∈ ∈

= +β∑ ∑ � (2.2)

where ˆ ,
h h

h hi hi
i s i s

Y x
∈ ∈

β =∑ ∑  which is least square 

estimate of hβ  under model (2.1). Variance of 1̂T  is 
given by 

2

2 21 1
1

1

ˆ( )

h h

n

h h

N N

hi hiH
i i

e hi v h
hi hih i s

i s i s

x x
V T x n

x x
= =

= ∈
∈ ∈

    
  
 = σ + σ  
  
  
   

∑ ∑
∑ ∑∑ ∑

� (2.3)
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Now, suppose that the working model (0,1: )hxξ  is 
not true but the true model is 

1
2

hi h h hi hi hiy x e x= α +β + , i=1,2…Nh , h =1,2…,H

hi hi hiY y v= + � …(2.4)

where hα  is y-intercept and notations assumptions 
and definitions are same as in model (2.1). The model 
2.4 is referred to as ξ -model and denoted as (1,1: )hxξ . 

We wish to examine the property of 1̂T  under the 
model (1,1: )hxξ . If the estimator 1̂T  is used under the 
model (1,1: )hxξ , it is pertinent to examine whether 

1̂T  holds same properties as in model (0,1: )hxξ  even 
under the model (1,1: )hxξ . If not, we need to find out 
some criteria under which 1̂T  holds same properties 
even under model (1,1: )hxξ . For this we derive the 
expectation of 1̂T  and its model variance under model 

(1,1: )hxξ .

The model expectation of estimator 1̂T  is given by

1
1 1

ˆ ˆ
H H

h h
h h

E T T E T T
= =

 
 − = −     

∑ ∑
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= ∈ ∈ =
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∑
∑ ∑ ∑ ∑∑
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1
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1
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h
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h h
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h h hi hi hihi NH
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E x e x v x x e x
x

∈

= ∈ ∈ =
∈

  α +β + +      = α +β + + + − α +β +    
  

∑
∑ ∑ ∑ ∑∑
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E T T n N n
x

∈

=
∈

 
 

   − = α − −   
  

∑
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 � (2.5) 

Since 1̂ 0E T T − ≠  , therefore, the estimator ˆ  
is biased if it is used in (1,1: )hxξ . Further, we have 
derived the mean square error of 1̂T  as 

( ) ( )
2
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ˆ ˆ
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h h
h

MSE T E T T
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= −∑
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        
      
    = α − − + σ + σ  
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∑ ∑ ∑
∑ ∑ ∑ ∑∑ ∑ ∑

� (2.6)

The first term of (2.6) is square of bias and second 
term is the variance of 1̂T  under the model (1,1: )hxξ

3.	 �Characteristics of the samples 
in which the estimator 1̂T  is 
unbiased under the model (1,1: )hxξ :

Consider the bias expression (2.5) of 1̂T  under the 
model (1,1: )hxξ  i.e

1
1

ˆ ( )h

h

hiH
i s

h h h h
hih

i s

x

B T n N n
x

∈

=
∈

 
 

   = α − −   
  

∑
∑ ∑

� (3.1)

The above bias reduces to zero if h hs s hx x x= = , i.e. 
if the sample is stratified balance sample, denoted as 

(1)h hs s=  as referred by Royall & Herson (1973b).

Thus, we summarize the above results in the form 
of following theorem.

Theorem 3.1: When the estimator 1̂T  developed 
under the model (0,1: )hxξ  is used in the model 

(1,1: )hxξ , it remains unbiased under stratified balance 
sampling with variance

( ) 2
2 2

1
1 1

ˆ
H H

h h h h
e h v

h hh h

N N n N
V T x

n n= =

−  = σ + σ  ∑ ∑  � (3.2)

The variance given in (3.2) can further be 
minimized for optimum allocation of nh. We minimize 
this for given cost function with respect to nh

1

H

h h
h

c n c
=

=∑ � (3.3)

where ch is the cost of enumeration per unit in the 
hth stratum. The function to be minimized is

2
2

1 1

( , ) 1 ( )
H H

h h
h e h h h h

hhh n

N Nn N x c n cnn= =

  
ϕ λ = σ − + δ + λ −  

   
∑ ∑ ∑

� (3.4)

Differentiating (3.4) with respect to nh and 
equating to zero, we get a solution for optimum value 
of nh as follows

h h h
n

h h h

nN x c
n

N x c

+ δ
=

+ δ∑ �  (3.5)
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For ch= c for all h, it reduces to Neyman type 
allocation as

. h h
h

h h

n N x
n

N x

+ δ
=

+ δ∑ � (3.6)

Under the allocation (3.6), the variance expression 
(3.2) comes out to be

2

1
1 1 1 1
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∑ � (3.7)

We summarize the above results in the form of the 
following theorem.

Theorem 3.2: When the estimator 1̂T  developed 
under the model (0,1: )xξ  is used in the model 

(1,1: )hxξ , it remains unbiased under stratified balance 
sampling. Its optimum variance under allocation (3.6) 
is given by

22
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e
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h

V T N x nNX
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  σ    = + δ −       
∑

 

4.	 �Relative efficiency of the 
estimator :

The relative efficiency of 1̂T  with measurement 
error in y as compared to 1̂T  without measurement in 
y is obtained as
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Obviously, the value of E is less than one. 
Therefore, there is a loss in precision of the estimator 
if there is measurement error. The percent loss in 

precision due to measurement in error in y is obtained 
as 

( ) (1 ) 100L y E= − ×

2 2
11

22
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 

+ δ −  
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∑ ∑

∑
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It is evident from the above expression that the 
percent loss in precision depends on stratum size and 
its mean, δ, population size N, overall sample size n 
and population mean X .

5.	 �Some numerical findings and 
concluding remarks

 In order to assess the percent loss in precision, it 
has been computed with some real data.

To find out the value of L(y), we use the data in 
Sukhatme and Sukhatme, 1970, page: 152, Table 4.1 
of the example 4.1 on pages 150-151. The data are 
related to a sample survey for estimation of livestock 
numbers conducted in Etawah district during the year 
1951. The auxiliary variable x related to the study 
variable y (livestock number) is agricultural area. 
The data according to the range of agricultural area 
are classified into the classes (strata): 0-100, 101-200, 
201-300, 301-400, 401-600, 601-1000 and greater 
than 1000 acres. 

From the analysis of the data, Sukhatme & 
Sukhatme (1970) have pointed out that the relationship 
between Yhi and xhi (h = 1, 2, …, H, the strata) is 
approximately linear and passes through the origin, 
i.e. ( )hi hi h hiE Y x x= β . They have also indicated that 

( )hi hiV Y x  appears to vary as x increases up to 1000 
acres but not beyond that. That means the data up to 
1000 acres satisfies the model given in (2.1). Therefore, 
using the data in the Table 4.1 up to 1000 acres, the 
values of L(y) have been computed for different 

values of 
2

2
v

e

σ
δ =

σ
=0.75, 1.00 and 1.25, and sample 

size n=64 and 80. The population size N=319. The 
population mean 367.5X = .The results are presented 
in the Table 5.1
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Table 5.1. Percent loss in precision L(y) for different value of δ , 
n=64 and 80, and N=319 (population size) :

δ
 L(y) in percent

 n=64  n=80

 0.75 0.29 0.32

 1.00 0.40 0.43

 1.25 0.50 0.54

It is evident from the results of the above table that 
percent loss in precision is quite marginal below one 
percent. A simulation study conducted by Sisodia et al. 
(2015) without stratified balance sampling had shown 
that the percent losses in precision due to measurement 
error in y were between 8 to 10 percent. Therefore, it is 
very obvious that use of stratified balance sampling has 
two-fold advantages (i) it protects the optimality of the 
estimator against the deviation of the assumed model 
and (ii) it minimizes the percent loss in precision of 
the estimate to the great extent if there is measurement 
error in y.
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