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• 
SUMMARY 

For stratified sampling to be efficient the strata should be as homogeneous as possible with 
respect to the main study variable. In other words, the stratum boundaries are so chosen that the 
stratum variances are as small as possible. This could be done effectively when the frequency distribution 
of the main study variable is known. Usually this frequency distribution is unknown but it is possible 
to approximate it from the past experience and prior knowledge about the population. In the present 
paper the problem ofoptimum stratification is studied and formulated as a Mathematical Programming 
Problem (MPP) assuming exponential frequency distribution of the main study variable. The stratum 
boundaries are optimum in the sense that they minimize'the sampling variance ofthe stratified sample 
mean under Neyman allocation. The formulated MPP is separable with respect to the decision variables 
and is treated as a multistage decision problem. A solution procedure is developed using dynamic 
programming technique. A numerical example is also given to show the computational efficiency of 
the procedure. 

Key words : Optimum stratification, Exponential study variable, Mathematical programming 
problem, Dynamic programming. 

1. INTRODUCTION The problem of determining the optimum strata 
boundaries (OSH), when the study variable itselfis used 

The use ofstratified sampling involves the solution as stratification variable, was first discussed by
of four carefully formulated optimization problems Dalenius (1950) who obtained the minimal equations 
according to the objective and the available resources to that gave the OSH as their solutions. Unfortunately the 
the sample survey. These four optimization problems are exact solutions of these equations are not possible 
related to the optimum choice of the because of their implicit nature. Several attempts have 

(i) stratification variable been made to find out approximate solutions. Some of 
(ii) number of strata these are due to Dalenius and Gruney (1951),

(iii) stratum boundaries, and Mahalanobis (1952), Aoyama (1954), Dalenius and 
(iv) sample size allocation Hodge (1959), Ekman (1959), Sethi (1963), Serfling 

The basic consideration involved in the formation (1968) and Singh (1975b). Cochran (1961) and Hess 

ofstrata is that they should be internally as homogenous et aI. (1966) had made empirical comparisons of these 

as possible, that is the stratum variances S~ should be methods. 

as small as possible. If the distribution of the study Usually the frequency distribution of the study 
variable is available, the strata should be created by variable is unknown. Thus using the study variable as 
cutting this distribution at suitable points. stratification variable is not practically feasible. 

Taga (1967), Singh and Sukhatme (1969, 1972, 1973), 
Singh and Prakash (1975) and Singh (1975a, 1975c, 1. Aligarh Muslim University. Aligarh 
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1977) and many others used an auxiliary stratification 
variable to determine the aSB under different 
allocations. 

Unnithan (1978) used the modified Newton­
Raphson mt:thod for determining the aSB that leads only 
to a local minimum of the objective function. Later on 
Unnithan and Nair (1995) gave a method ofselecting an 
appropriate starting point for modified Newton-Raphson 
method that may lead to a global minimum of the 
objective function. 

Yadava and Singh (1984) obtained the approximate 
aSB for allocations proportional to strata totals. Mehta 
et al. (1996) extended the above work for the use of 
ratio, regression and product estimators ofthe population 
mean. 

Buhler and Deutler (1975) formulated the problem 
ofdetermining the aSB as an optimization problem that 
can be solved by dynamic programming technique. Khan 
et al. (2002) formulated the problem as an MPP when 
the number of strata is fixed in advance. By suitable 
transformation they converted the problem into a 
multistage decision problem in which at each stage the 
value of a single decision variable is worked out using 
dynamic programming technique. 

The present paper is a sequel to that ofKhan et al. 
(2002). Here we consider the problem of determining 
the aSB for an exponential study variable under Neyman 
allocation. 

2. FORMULATION OF THE PROBLEM 

Let the population under study be stratified into 
L strata and the estimation of the population mean is of 
interest. Let X and XL be the smallest and largest values o
of the study variable X in the population. Then the 
problem of optimum stratification can be described as 
to find the intermediate stratum boundaries 
x 1 ~ X 2 ~ ..• ~ X L-l such that the variance of the 
stratified sample mean Xst = ~k=l Whxh under 
Neyman allocation, that is 

(2.1) 

is minimum, where x h is the sample mean based on nb 

units drawn from the hlb stratum and Whis the proportion 
ofpopulation units falling in that stratum. 

If the finite population correction is ignored, 
minimizing the expression ofthe right hand side of(2.1) 
is equivalent to minimize 

L

L WhO'h (2.2) 
h=l 
Let f(x) be the frequency function ofstudy variable 

X. The problem of determining the aSB is then 
equivalent to finding the L-I intermediate points 
Xl ~ x2 ~ ..... ~ xL-l in the interval [XO'xL] such that 
(2.2) is minimum. 

Let 

xL-xo=d (2.3) 

The values ofWhand 0h in (2.2) are obtained by 

Wh = 7f(X)dX (2.4) 
Xh-l 

12 Xfh2() 20h =- x f x dX-llh (2.5)
W

h xh-l 

1 xfwhere Ilh =- xf(x)dx (2.6) 
Wh Xh-l 

and ("J,.I' xh) are the boundaries ofhlb stratum. 

When the frequency function f (x) is known, using 

(2.4), (2.5) and (2.6), WhO'h in (2.2) could be expressed 

as a function ofxhand Xh_1 only. 

Let fh(Xh,Xh-d=WhOh 
Then the problem of determining the aSB can be 

expressed as 

L "Find xl' x 2,····, _ which minimizeXL l 

Lfh (Xh ,Xh-l), subject to the constraint (2.3)".
 
h=l
 

Define 

Yh = - _ ; h = 1,2,...., L xh Xh l 

where Yh ~ 0 denotes the width of the hlb stratum. 

With the above definition ofYh' (2.3) is expressed 
as 
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L L 

LYh = L(Xh -Xh-1)=X L -Xo =d 
h=l h=! 
The k th stratification piont x ; k= 1, 2, ..., L-l is

k

then expressed as xk= X + YI +Y2 + ... + Yk· o 

Then the problem ofdetennining aSB can now be 
considered as the problem ofdetennining optimum strata 
widths as the following Mathematical Programming 
Problem (MPP). 

L 

Minimize	 ~::rh(yh,xn-J 
h=! 

L 

subject to LYh = d (2.7) 
h=l 

and 
Yh ~ 0; h =1,2, ....,L 

For h = I the tenn f l (y I' xo) in the objective function 

of(2.7) is a function ofY
I 
alone, as Xa is known. Similarly, 

for h = 2 the tenn f2 (Y2' XI ) = f2 (Y2' Xo + Y1 ) will 

become a function of Y2alone once y \ is known. Thus, 

stating the objective function as a function of yh alone 

we may rewrite the MPP (2.7) as 
L 

Minimize	 Lf h(yh )
 
h=!
 
L 

subject to LYh = d (2.8) 
h=! 

and Yh ~0;h=I,2, .... ,L 

Let the stratification variable X follows the 

exponential distribution with parameter A. > 0, that is 

f(x)=.!..e-x/>", 0:5 x:5oo 
A.
 

= 0, elsewhere
 

In practice the actual populations are often finite, 
so assuming the largest value of x in the population 
as D, the above frequency function can be approximated 
as 

f(x)=.!..e-x/\ 0:5 x:50	 (2.9) 
A.
 

= 0, elsewhere
 

Note that we have here Xo = 0 and XL = O. If D is 
sufficiently large, (2.9) can be considered as an 
approximate exponential density otherwise the truncated 
exponential density is to be used and the expressions 
(2.10) - (2.12) are to be worked out accordingly. 

Using (2.4), (2.5) and (2.6) we obtain
 

W =e-Xh-I/).~_e-Yh/>") (2.10)

h 

_ (A. + Xh-J~ - e -Yh/>" )- Yhe-Yh/). 
(2.11)

Ilh -	 -Yh/>"l-e 

,2 -Yh/>" Y 2 -Yh/>"
2 II. -e ) -Yh e

and (2.12) 
crh = ~ -Yh/).-e 

Using (2.10), (2.11) and (2.12), the problem of 
determining optimum strata boundaries, when the 
frequency ofthe main study variable X is given by (2.9), 
may be expressed.as 

Minimize 

±e-xh-d).~A.2~-eYh/>..r-y~e-Yh/>" 
h=! 

L 

subject to LYh = d (2.13) 
h=l 

and Yh ~O; h = 1,2,...., L 

where d is obtained by (2.3) with X = 0 and XL =O.o 

3. THE SOLUTION 

Consider the following subproblem of(2.8) for first 
k « L) strata. 

k 

Minimize	 Lfh(yh )
 
h=l
 
k 

subjectto LYh =d k (3.1) 
h=l 

and Yh ~O; h = 1,2,.... , k 
where ~ < d is the total width available for division into 
k strata. 

Note that ~ =d fork =L 
Also ~ = Y1+ Y2+ + Yk 

~-(= Y1+ Y2+.. · +yk.(= ~+ Yk 
~-2 = Y\ + Y2+ + Yk •2= ~.( -Yk .( 

d2= Y\+ Y2= d) - Y3 

and d(=y l = d2-Y2 

If f(k, d
k

) denotes the minimum value of the 
objective function of (3.1), then 
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because X _ = X = O. when k = 1.
k 1 o 

f(k,dk )= min[~fh (Yh )/~Yh =dk For the stage k. where k ~ 2 

and Yh ~ 0; h = 1,2,... .k ] 

With the above definition of f (k. '\) the recurrence 
relations of the dynamic programming takes the fonn 

f(k,d k)= min (fk(Yk)+ f(k -1,d~ - Yk )), k ~ 2 (3.2) 
O~Yk~dk 

For the first stage (i.e. k = 1) 
f(l.dl)=fl(d l ) ==) yl=d l (3.3) 

From f (L. d) the optimum width of Lib stratum. 
YL• is obtained from f(L-1. d - YL) the optimum width of 
(L-l yh stratum. YL _I' is obtained and so on until YI is 
obtained. 

Using (3.3) and (3.2) the recurrence relations for 
MPP (2.13) are as given 

For first stage (k = 1) 

f(1,dl)=~A2~-e-dl/A j -dfe- d1 /A 

(3.4) 

(3.5) 

4. A NUMERICAL EXAMPLE 

Executing a computer program the recurrence 
relations (3.4) and (3.5) are solved to seek optimum 
stratum widths Yk; (k = 1.2....... L) for the exponential 
study variable with density function given in (2.9). with 

D = 20 and A = 1. 

L Table 1 gives the optimum values of Yh' xh and 

Lfh(Yh) for L = 2,3.4. and 5. 
h=l 

Table 1 

No. of strata 

L 

Strata widths 

•
Yh 

Y; = 1.2610 

Y; =18.7390 

Strata boundary points 

• • •
xh = xh-l + Yh 

• • 1.2610xI=xO+YI = 

• • 0.7678XI=xO+YI = 

• • • 2.0179x2 =xI + Y2 = 

• • 0.5509XI=XO+YI = 

• * * 1.3147x2 = Xl + Y2 = 

• * * 2.5650x3 = x2 + Y3 = 

• • * 0.4393Xl = Xo + YI = 

• * • 1.0003x2 = Xl + Y2 = 

• • • 1.7572x3 = x2 + Y3 = 

• • • 2.0260x4 = x3 + Y4 = 

2 

3 Y; =0.7678 
•Y2 = 1.2501 

Y; = 17.9821 

4 Y; =0.5509 

Y; =0.7638 
•Y3 =1.2513 

y~ = 17.4340 

5 Y; =0.4393 

Y; =0.5610 

Y; =0.7569 
•Y4 = 1.2688 
•Ys =16.9740 

Optimum values 
of the objective function 

L L 
Lfh(Yh)= LWhO"h 
h=l h=l 

0.5341 

0.3648 

0.2770 

0.2233 
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The total width availabe for cutting stratum 
boundaries is taken as 20 units, that is the largest 
population value XL = 0 = 20, because the area to the 
right of X = 20 for exponential distribution is almost 
zero, when A. = 1. 
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