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SUMMARY

The prediction approach has been used for estimation of parameters in
sampling on two occasions when multiple frames are available on both the
occasions. Predictors have primarily been developed for the current occasion.
Gains through multiple frames are illustrated using ‘a single frame’ on the first
occasion and ‘two frames’ on the second occasion.
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1. Introduction

Hartley {3] and [4] considered dual frame surveys in which there is a complete
frame which is expensive to sample while another frame which is inexpensive to
sample but is incomplete, is available. Vogel {11}, Serruier and Philips [9],
Armstrong {1] used the multiple frame technique in applied work. Rao [6] consid-
ered the problem of non-response in multiple frames. The theory of multiple frame
was extended to two-stage sampling design as well as multiple characters by Saxena
et al. ([71, [8]). Skinner and Rao [10] used pseudo maximum likelihood approach
for estimation of domain sizes in multiple frames. In this paper the problem of
prediction of finite population mean for a survey repeated on two occasions is
attempted when multiple frames are available on both the occasions. Several
alternatives have been considered — two frames on two occasions, one frame on
first occasion and two frames on the second occasion and vice versa.

Two frame surveys are common in practice where list and area frames are
available. For example in evaluating the impact of milk supply schemes on rural
economy, impact studies are repeated over time, a tentative list of commercial
milk producers normally supplying milk is available at the cooperative milk
collection center and another updated list is obtained from the usual survey.
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2. Multiple Frames on Both the Occasions

Let there be two overlapping frames A and B with sizes N, and Ny which
together constitute the entire population. This population can be classified into
three domains (a), (ab) and (b) such that (a) consist of units belonging to frame A
only, (ab) with units belonging to both A and B frames while (b} that of units from
B frame only. Let N " Nab and Nb be the respective domain sizes. Observe that the
total population size is N =N, + N, + N_, . We assume that the super population of
which finite population is a realization is described by the relationship

Yije = By + € 2.1
where,

the random variable Y refers to the character under study, € denotes the error
terms, W is the parameter of the super-population, i is the occasion identifier
{i=1, 2], jis the domain identifier {j € (a), (ab), (b)}, and Kk is the observation
identifier, {k=1, ..., Nj},

Further,
Eq (aijk ) =0

o? Vi=i,j=ik=k’

p,o? Vizi,j=je(a)k=k
Em(gijksei'j’k') = {0’ Vizi\j=e@h)k=K
P, 0> Vizi’j=jeb).k=k’

0 Vizi,j#i k2k’

L

where, E_ denotes model based expectation.

Let the finite population mean on the second occasion be denoted by ¥,.

N,
_ 1 X
ek 3 3w
jeta)(ab)(b) k=1

On the first occasion, let independent sample of sizes n, and n, be drawn
from frames A and B respectively. Then,

nA =na+nab;n3 =nb+nba

where n, n_ are sample sizes from frames A and B belonging to (a) and (b)
respectively while n,, and n_, belong to (ab) selected from frames A and B



198 JOURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

respectively. Random sub-samples of m, and my, units are retained for use on the
second occasion from frames A and B respectively. Independent samples of sizes
u, and ug are selected (unmatched with the first occasion) from A and B frames
respectively.

For simplicity, we assume that the sample sizes are same on both the occasions.
Then n, =u, +my;ng = ug +mg holds for both the occasions.

On the first occasion
Us =Ug, +ulab; My =M, +My
Up = Upp + Uy i My =My, + My,
while for the second occasion
Uy SlUgy+lUgg, My =m, +My,
Ug = Upp + Uz, Mg = My + My,

where uy,,uy,,, m,, My, etc. are defined as above for the two occasions.

The model for the sampled data for both the occasions can be written in a
compact form as .

y=Xp+e
with
N ’ 2
Epn (&:J:O,Em(ea J:c z

Here the vector y (2nx1) is a realization of the vector Y, X is the 2nx8
matrix given by

)~(=

where 0 is a null matrix of order (n X 4) and the matrices X | and X, are of the

order {(n x 4) defined by
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-101a ua Ouy Oy, ] -lma Om, Om, Om, ]
Oup  lup  Ouy Oy, Ompy lmy Om, Om,
Ou_lab Ou_lab lulab Oulab O“lab O“lab lnlab Orr_lab
Oupa Oupa  Oupa  lugpa Omba Ompa  Ompy  Imp,
X = - - - T X, = - - -
~ Im, Om, Om, Om, - Lije  Oupy Ouy, Oy,
Ompy !mpy Om, Omy Oupp  lugy  Ouppy  Ouyy
Omg, O H_lab Iy, 0 Mab Ouzab 0 #2ab 1 #2ab OuEab
L nlba Oniba Oniba lm_ba Louzba OuEba Ouzba luiba
in which

1ma is the column vector of order (m, X 1) with all the elements equal to 1.

Op, is a column vector of order (m, x 1) with all the elements equal to 0.

Other terms in the matrices X, and X, can be similarly defined.

Also,n=n, +ng
’
B is a1 X 8 row vector of parameters having the structure

’

[Hla Hiab Hib Miba H2a Haab Hap sza]

and € is 2n X 1 vector of error terms.
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Zis 2n x 2n matrix having the structure

z11 E12

I, In

where, Z1; and Z5, respectively are identity matrices of order n X n. Similarly,

X1, is of order n X n with the structure

0 0
o, O
where
[ Palm, 0 0 0 ]
0 Pablmab (3 9
Oy, = K
=12 0 0 Pplm, 0
0 0 0 Palm,

Estimate of I_i can be obtained by the generalised least squares technique. Let

B be the estimator of B, then

B= [X ! {()‘1 XLy | 22

Consider the predictor of ¥, defined by
V2 = %[Na figa + Ny (PR2ab +qfloba )+ Ny 112b] (2.3)
suchthatp+q=1
It can be seen that
EEp (¥2-¥2)=0

where, E refers to unconditional design-based expectation.
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The variance of (?2 - '}72) (Cassel et al. [2]) can be obtained using
V(¥ -¥2) = EVin (2= F2)+ VEm (V2 - 2)
= EVm (?2 "372)

A" (?2 —?2) for large ‘N’ can be shown equal to

o2 —Ei{(l-a)[ ¢Apa2]+p2a( q)Apazb]}
na -4 p2 -0 P
2
pB 1- )“(1 ¢pr] )‘[ (beabJ}
nB {( ) 1- 05 py ! 1-0% Pab
Na . N, Ny

LIS ug . Nab
=il - ] = it =2 (x__,,,_,}‘z—
ba - ¢p - PA=—PB= N, Np

in which

3. Optimization of Sample Sizes and Proportions
We consider the cost function
C=2¢), uy +(Ch +cja)m, +2cqug +(ch +cjp)my
where ¢/, and cj are the per unit costs of collecting information from frames A

and B respectively, whereas ci, and cip are the per unit costs of collecting
information from frames A and B for the matched portion of the sample on the
second occasion. Obviously,

(¢1a ¢tp) < (ca.ch)
C = total cost of survey operation.

For the sake of simplicity we assume that
c'lA = C;\ and C;B = c;;

Then, the cost function reduces to
C=c,n, +cyn, 3.0
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where

Cp =2¢ andcg =2cj

Then V('T‘ - T) may be minimised subjeet to the total cost C. For simplicity

we consider 100% coverage by the frame A on both the occasions. For this case
the variance expression reduces to

2 2 2 2
V(§72 _Yz) = 02{:23(1—5){1"_4)5\_;’.3_}.1)2 Pa 5[1“%\ Pab ]

na 1-04p ) na (1-04p%
2 2
2P| 1-9B P
S B B e 32
nB(l—Q’% D3 H G2
where, 5:23—
Na

Minimising V(?g —yg) subject to the cost function defined in (3.1), we

obtain
1 (1-9)KK,
Po = K (K,p—8K
2( 2P 3)
1
bp =————5
1+(1-p%)
2 P2A 2 2 P% 2
=211~ 8)K;+p” 8K, | n§ =—=—=-gq°K
ny ’YCA[( JK;+p 2] ng Ych 3
(1-dp2[ohei-204+1} 2 [0k p2 204 +1]
b} " ab "=
[1-03 3] [1-0% p3]
where

1-95p2 ) 1-0, p% ). 1-¢p p> c
K‘z( o2 o? 3}1(2{ 5o Ky =| = p=—t
1~ pa L-ba Pab 1-95 P2 Cp

and v is the Lagrange multiplier.
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The resulting optimum variance is

A i 2
V(y2 - Yz) = E[pA cgz {(l -3)K, + p2 §K2}+quK§’fzc§2] (3.3}

To examine the gain if any due to use of multiple frame instead of a single
frame we consider a predictor based on a sample of size n, from A frame which
is assumed to consist of two poststrata of sizes N, and N .

The mode] for the sampled data now reduces to

v1=X,B+e;Eq (31)=0§Em (31 giJ=02 Z,

where ¥) isa 2n’, x1 vector of observations on the study variable, X is 2n), x4

matrix having the elements O and 1.

B, is 4 x 1 vector of parameters having the structure

’

B; =[P«ia “Iab uéa uéab]
€} is 2n’ x1 vector of error terms.

lel z:112

=g -
"2 Im

where £,;, and £ ,, areidentity matrices of order n, xn’,.

The matrix £,,, is of order n/, xn’, and is given by

0 0 0 ]
0 0 0 0
2112 -
.- Pl 0 0 0
9 pabImab 9 9
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The vector B, is estimated as

-1
bi=(xizitx ] xixity 69
Consider the predictor
=, 1 7 ¥
Yo = [Na s+ Nuy i (3.5)

where [i5, and i, etc. can be obtained on the similar lines as described in (2.1)
and (2.2).

A
i

The variance of (y2 —?2) can be seen to be equal to

~ 2 )
V(5 -7,) =0 %ﬁ:~[(1—5)1<l +K, 9 3.6)

Assuming the total cost to be same as in multiple frame situation, we consider
the cost function
C=c,n)y

The optimum variance in this case is

2
V(33 -2) = 0% Bhca [(1-8)K; +K, 8] A7)

A case of particular interest is described in Section 4.

4. Single Frame on the First Occasion and Multiple Frame on
the Second Occasion

In this case a sample of size n, is drawn on the first occasion from A frame.
Random sub-sample of m, units are retained for use on the second occasion. On
the second occasion we assume that out of m, units on the first occasion m, units
are common in the (a) domain and m, — m, = m,, units fall in the (ab) domain.
Independent samples of sizes u,, and n are drawn from A and B frames respectively

on the second occasion. In this case V (?2 —?2) and V (?’2 -?2) reduce to

2

2
V(32 -%2) = G{ff:—-{(l“ﬁ)eﬁpzﬁ}**%qz | (1)
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V(§,-7,) = [5—%{(1*5)9#1}28}] “2)
where,
(1-p2)+(1-8)(1-04)p;
(1-0,p)+P2 (1-8)04 (1-0,4)

For determination of optimum values we assume that on the first occasion
information is available on the variable of interest. Thus, the cost function in this
case reduces to

1= 4.3)

Cop=C 4 n,+cyng

Minimization of V () subject to this cost function, we obtain

[(1-8)81ep + P38}
(c4)"? [( ) (1= 81 +938)

nAopt = CO

+(c3)"

5q
100 eri ] i) ]

Npopt =

2 (1'5)910;“ . ot CA

L3
Po = , > p— ¢0
‘ (p ) g Aot ™

[Lz +( —L1L3)Uz]

where
L =P'; L, =P [Pl +1—p§]
Ly = 91[2+ Py ‘ng] ~p3 (1-p2 ): and P = pZ (1-3)
It can be seen that
(i) ¢, reduces to usual successive sampling formuta for § = 0

i) ¢,=1forp =1

(iii) ¢, >0 provided 1+ pa82 >28
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The optimum value of 6, (6
Opgp: I 4.3).

The expressions for optimum variances are given as

. r>pt) can be obtained by substituting the value of

12 2
N A CA L (S T S e
Vom,(Y2_YZ)

=0
Co
2 Pﬁ
Vot (Y2-72) = © Nropt {(1-8)0 1 +8}
’ CO
where, RBaopt = 5
Ca

We denote by VR the ratio of variances of multiple frame predictor and the
post-stratified predictor.

Thus,
Vopt (y2 - ?2)
Vopt (yi - ?2)
Optimum values of n,, ny, ¢, and the ratio VR have been computed for
different combinations of p,, 8, and p’. The results are presented in Table 1.

VR =

It can be seen that the ratio VR decreases as both p“and 8 increase. Also ¢,
increases with increase in p but decreases with increase in .

Comparison between the multiple frame and post-stratified estimator for the
current occasion when multiple frames are available on the first occasion and single
frame on the second occasion has not been made. In this case both the predictors
are equally precise. This is due to the fact that in this case no information is available
on the second occasion from the B frame.
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