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SUMMARY

Randomized response (RR) techniques are used to collect data on sensitive characteristics. Abdelfatah and Mazloum (2015) extended Odumade and
Singh’s (2009) RR techniques based on two decks of cards for stratified sampling and claim, on the basis of empirical studies, that their proposed
estimators performs better that the Odumade and Singh (2009) RR technique in most situations. In this paper we have proposed alternative estimators
for each of the Odumade and Singh (2009), Abdelfatah et al. (2011) and Abdelfatah and Mazloum (2015) RR techniques for stratified sampling. The
proposed alternative estimators are found be more efficient than the existing estimators. Apart from increased efficiencies, the proposed estimators
possess simpler expressions for the estimators of proportion, variances and unbiased estimators of variances.

Keywords: Optimum allocation, Randomized response; Relative efficiency, Sensitive characteristics.

1. INTRODUCTION

While collecting information, directly from
respondents, relating to sensitive issues such as
induced abortion, drug addiction, duration of suffering
from Aids and so on, the respondents very often report
untrue values or even refuse to respond (Arnab and
Singh (2013)). Warner (1965) introduced an ingenious
technique known as randomized response technique
(RR) where a respondent supplies indirect response
instead of direct response. Thus the RR technique
protectsprivacy of therespondents while increase quality
of data by reducing major sources of bias originated
from evasive answers and non-responses. Warner’s
(1965) technique was modified by several researchers
e.g. Horvitz et al. (1967), Greenberg et al. (1969), Kim
(1978), Franklin (1989), Arcos et al. (2015) and Rueda
et al. (2015) among others which increased cooperation
of the respondents and improved efficiencies of the
estimators. Applications of the RR techniques in real
life surveys were reported by Greenberg et al. (1969):
Illegitimacy of offspring; Abernathy et al. (1970):
Incidence of induced abortions; Van der Heijden et al.
(1998): Social security fraud, and Arnab and Mothupi
(2015): Sexual habits of University students. Further

Corresponding author: Raghunath Arnab
E-mail address: arnabr@mopipi.ub.bw

details are given by Chaudhuri and Mukherjee (1988),
Singh (2003) and Arnab (2017) among others.

Recently Abdelfatah and Mazloum (2015)
extended Odumade and Singh (2009) and Abdelfatah
et al. (2011)’s RR techniques to stratified sampling
for estimating the proportion 7 of a certain sensitive
characteristic of a population. On the basis of
empirical studies Abdelfatah and Reda Mazloum
(2015) showed that the Abdelfatah ez al.’s (2011) RR
technique performed better in about 22% of the cases
than the Odumade and Singh (2009)’s RR technique
when extended to stratified sampling. We will refer
Odumade and Singh (2009), Abdelfatah et al. (2011)
and Abdelfatah and Mazloum (2015) to this paper as
OS, AF and AFM respectively.

In this paper, we have proposed alternative
estimators for AFM and OS RR models for stratified
sampling. The proposed alternative estimator for AFM
model has been proven theoretically superior to the
existing AF and AFM estimators. Itis shown empirically
that the proposed alternative estimator perform always
better than the OS estimator. The proposed estimators,
their variances and unbiased estimators of the variances
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are much simpler than the existing AF, AFM and OS
estimators.

2. ALTERNATIVE ESTIMATORS FOR OS
AND AF RR MODELS

2.1 OS RR technique

In OS RR technique, a sample of size » units is
selected from a population by simple random sampling
with replacement (SRSWR) method. Each of the
selected respondents in the sample is asked to select
one card at random from each of the decks: Deck 1 and
Deck 2. Each of the decks consists of two types of cards
written “I belong to the sensitive group A and “I do
not belong to the sensitive group A~ with proportions
P and T respectively. The respondent answers “Yes”
or “No” if the statement matches his status with the
statement written on the card (Arnab ef al. (2017)).

Deck 1 Deck 2

I belong to the sensitive group
A with proportion P

I belong to the sensitive group
A with proportion 7'

I do not belong to the sensitive
group A with proportion
P

I do not belong to the sensitive
group A with proportion 1-7"

For example if a respondent selects a card written
“I belong to the sensitive group A4~ from the Deck-
1 and selects the other card written “I do not belong
to the sensitive group 47 from the Deck-2, then he/
she will supply with a response “Yes, No” if he/she
belong to the sensitive group A. On the other hand if
the respondent do not belongs to the group A, he/she
will supply “No, Yes” as his/her response (Arnab and
Shangodoyin (2015)).

Let ”11(911)> g (010)’ ”01(001) and 00( 00)
denote respectively the frequencies (probabilities) of
responses (Yes, Yes), (Yes, No), (No, Yes) and (No,
No).

Response from Response from Deck 2 Total
Deck 1 Yes No
Yes ny, ny, n,
No Ny, Ny, n,
Total n, n, n

2.1.1 Odumade and Singh’s Estimator

Odumade and Singh (2009) proposed an unbiased
estimator for the population proportion 7 by

minimizing a distance function
1 11 2
D=— 6.—n;/n
2%]20( v v )

as

» :l+(P+T_1)(”11_”00)(P_T)(”10_”00) Q.1
* 2 2n[(P+T -1)* +(P-T)*]

The variance of 7,, and an unbiased estimator of
the variance of 7,, were given respectively as

(P+T-1)*{PT+(1-P)1-T)}+

V()= (P-TY{TA-P)+P(1-T)}  (z-1)’
. 4n[(P+T -1)> +(P-T)*T 4n
(P+T-D)*{PT+(1-P)1-T)} +
:ﬁ(l—ﬂ)+L (P-T{T(1-P)+P(1-T)}
n 4n [(P+T -1 +(P-T)T
(2.2)
and
(P+T-D*{PT+(1-P)1-T)} +
P(r,)- 1 (P-T){T(1-P)+P(1-T)} @Ay
*7 An-1) [(P+T -1 +(P-T)T
(2.3)

2.1.2 Jayraj et al. (2016) Estimator

Jayaraj et al. (2016) proposed an alternative
estimator of 7 by minimizing a weighted distance
function

1 1 1
DZEZZW&‘(@/ -y /”)2

i=0 j=0
. _(1-pP(1-T) :(I—P)T
with Woo = (1-P-T) ° 01 (T—P)
_P(-T) _pr
o= poy MM T
as

PTny, + P(1= T, +(1— P)Tny, +(1— P)(1—T)ny,
P —4PT(1-P)(1-T)
I n{1-2P(1- P)-2T(1-T)}

(2.4)

They obtained the variance of 7, and an unbiased
estimator of the variance of 7, as
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(- 7;) @P-1’Q2T-1)*{P(1-P)+T(1-T)}x

-
(7)== n{l-2P(1- P)-2T(1-T)}
PT(1- P)(1-T){1-16PT(1- P)(1-T)}
n{l-2P(1-P)-2T(1-T)}’ (25)
and
P(#,)=R0mm) | GPoD' QT D PU-P)+TA- T},

n—1 n{l-2P(1-P)-2T(1- T)}
PT(1-P)(1-T){1-16PT(1-P)1-T)}
n{1-2P(1—P)-2T(1-T)}’

(2.6)

3. ALTERNATIVE ESTIMATOR FOR OS
MODEL

Let y; be the value of the sensitive characteristic

(say) of the study variable ¥ for the ith respondent
(unit) of the population U of size N . Let y; =1 if the
respondent possesses the characteristic 4 and y; =0
otherwise. Then the proportion of the respondents
possess the characteristic 4 in the population is

=—Zy, (3.1)

IEU
Let

( 1 if the ith respondent of the jth deck answers "Yes"
= 0 if the ith respondent of the jth deck answers "No"

for j =L2.

Then,
Eg{z;(D}=y;P+(1-3;)(1-P), Vg {z(D} =
Ep{z;(2)}=yT+(1-y;)(1-T) and
Vr{z(2)}=T(1-T) (3.2)

where Ep and V' denoterespective the expectation
and variance with respect to the RR technique.

From the above Eq. (3.2), we find that

P(1-P),

_z()-P(1-P) o _Z(2)-T(-T)
i) =0 and ()= T2 (3.3)
satisfy
Ep {nD} = Ex {n @} =01, v () = 20220
TA-T (2P—l)
Ve i{n (@)} = G )2 = and the  covariance
(217 -1)
Cr {”i(l),’”i(z)} =0 (as the cards are selected
independently) 3.4)

From (3.3) and (3.4), we obtain unbiased estimators
of 7 based on the answers from Deckl and Deck 2
cards respectively as follows:

L 1Y A-1-P)

_nz (= (2P N

1 A-(1-17)

= Z ()= (2T D (3.5)

where 11 and /12 are the proportion of “Yes”
answers from the sampled respondents based on the
Deck 1 and Deck 2 cards respectively.

Let £,, ¥, and C,, be operators for expectation,
variance and covariance with respect to the sampling
design p, we have the following estimators:

s8-8, 1S b0

1 n
=E, ;Z;,J’i
i=

=, (3.6)

V(#)=E, —ZVR{r(l)}}LV {12 R{rl-(l)}:l

n =1

b4 /1] +V[ Zle

_7( ”)+_ (3.7)

Similarly,

E(ﬁ'z ) =7
Further,
Cov (7,75 ) = [ER

72’(1—71') & (3.8)

+ 1=
n n

and V(7,)=

Ep(#))]+E,[Cr(A1.%)]

_c,,{(;ﬁyf}&w

_zl-m) (3.9)

n

This study propose the following theorem:

Theorem 3.1.

(1) The optimum estimator 7 based on the linear
combination of 7] and 7 is

7o = woty +(1=wp ) 72
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(2
h+é

(ii) The variance of 7, is

where wy =

V(/Z\'Wo) :—ﬂ-(ln_ ﬂ-) +%

_ (1 1]1 P(1=P)T(1=T)
$=|—+——| = 2 2
P(1-P)(2T -1)"+T(1-T)(2P-1)

(iii) An unbiased estimator of V' (7, ) is

.\ Zo0(1=7,0)+ ¢
V(”wO)_ WO( n_vIVO)

Proof:

Consider an unbiased estimator of 7 based on the

linear combination of 7; and 7, as
A =wip +(1-w) 7, (3.10)

The variance of 7,, is
V(%,)=V,[ Er(#%,)]+E,[Vr(%,)]
:VP{%Zyi:l+Ep[w2¢l +(1—w)2¢2}/n
i=1

2 2
:71'(1—72')+W ¢ +(1-w) ¢ G.11)

n n

Differentiating V' (#,,) with respect to w and then
equating it to zero, the optimum value of W comes out
)
h+dr

(ii) Substituting w=w, =

V()22 8

as wy =

in (3.11), we find

4. EFFICIENCY OF THE PROPOSED
ESTIMATOR
The percentage relative efficiency of Jayraj et al.
(2016) estimator 7; and the proposed estimator 7,
compared with Odumade and Singh (2009) estimator
T7T,s are given by

E(l):%xloo (4.1)

and

E(2) = Fos) “2)
( ) V(ﬁ' O)>< 00 .

It is important to note that the differences
V(7;)=V(#s) and V(%;)-V(#,,) increase
with 7 . Hence Jayraj et al. (2016) estimator performs
worse than V(7#,,) and V(#,,) for higher values
of 7. The relative percentage efficiencies E(1) and

E(2) are given in the following Table 4.1 for different
values of P, T and 7. The Table 4.1 shows that the
proposed estimator 7, perform better than 7, in
all situations while 7,,, performs better than 7; in
most of situations. Both the estimators 7,,, and 7,
perform better than 7; for higher values of 7 in
general. However for (P, T)=(0.1, 0.4), (0.2, 0.4) and
(0.3, 0.4), z; perform better than the other two while
for (P, T)=(0.2, 0.1), (0.3, 0.1), (0.3, 0.2), (0.4, 01) and
(0.4,0.2), 77; performs very poor.

Remark 4.1

Jayaraj et al. (2017) proposed an alternative
estimator for the proportion 7 and found empirically
that their proposed estimator is superior to the
Odumade and Singh (2009) estimator. The proposed
Jayaraj et al.’s (2017) will be subject of our future
investigation.

5. AF RR MODELS

Under AF model, each respondent is asked to draw
two cards; one from the “Deck 1” and another from
“Deck 2”. Deck 1 comprises two types of cards as in
Warner (1965) model viz. “I belong to the sensitive
group A” with proportion P and “I do not belong
to the sensitive group A4” with proportion 1-P.
The respondent should answer truthfully “Yes” if the
statement matches his/her status otherwise, answers
“No”. The Deck 2 comprises also two types of cards
written “Yes” with proportion © and “No” with
proportion 1- @ . Regardless of his/her actual status the
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Table 4.1: Relative efficiencies E(1) and (E2) 04 ] 34 | 102 | 60 1009 | 187 1002 | 996 | 100
P=0.1 05| 34 | 102 | 59 | 1009 | 183 | 1002 | 98.1 | 100
P T=0.1 T=02 T=03 T=0.4 06| 31 | 102 | 57 | 1009 | 178 | 1002 | 96.7 | 100
E() | EQ) | E() | E@) | E() | EQ@) | EQ) | EQ) 07| 28 | 102 | 53 | 101.0 | 170 | 1002 | 953 | 100
0.1 | 1280 | 100 | 1565 | 1043 | 1793 | 107.1 |185.9 | 103.5 08| 23 | 103 | 47 | 1011 | 161 | 1002 | 93.9 | 100
02 1080 | 100 | 127.9 | 103.1 | 146.0 | 105.4 |153.7 | 102.7 09| 1.7 | 104 | 41 | 1012 | 150 | 1003 | 92.4 | 100
03] 99.7 | 100 | 1165 | 102.6 | 1332 | 104.6 |141.7 | 1023
04| 943 | 100 | 109.9 | 1024 | 126.6 | 1042 | 136.3 | 102.1 respondent has to answer “Yes” if he /she receives card
0.5 | 89.7 | 100 | 105.1 | 102.3 | 122.8 | 104.1 |134.1 | 102.0 written “Yes”. Alternatively, if the respondent receives
06| 8.0 | 100 | 101.1] 102.4 | 1206 | 1042 | 1343 | 102.1 the card written “No” the respondent should answer
0.7 | 794 | 100 | 96.9 | 102.6 | 119.6 | 104.6 | 1372|1023 “No” as his or her response.
08 | 71.7 | 100 | 91.9 | 103.1 | 119.9 | 105.4 |144.7 | 102.7 Deck 1 Deck 2
09 | 595 | 100 | 842 | 1043 | 1226 | 107.1 | 164.5 | 103.5 I € 4 with proportion P “Yes” with proportion O
i I € A° with proportion 1 — P “No” with proportion 1-0
z T=0.1 T=0.2 T=0.3 T=04
E(l) | E() | E(1) | E@) | E() | E@) | E®D | EQ) Let the responses of the selected sample of 7 units
0.1 933 | 104 |130.8| 100 | 188.8 | 101.2 | 244.4 | 101.2 by SRSWR method be classified as follows:
02| 823 | 103 | 1122 100 | 159.0 | 101.1 |204.8 | 101.1 Response from Response from Deck 2
03| 758 | 103 | 1023 | 100 | 1443 | 101.0 |186.6 | 101.0 Deck 1 Yes No Total
04| 706 | 102 | 954 | 100 | 1356 | 1009 |177.4 | 100.9 Yes " ", "
05655 | 102 | 897 | 100 | 129.9 | 100.9 |173.4 | 100.9
06| 600 | 102 | 843 | 100 | 1259 | 100.9 |173.3 | 100.9 No "to1 "too "o
07 ] 536 | 103|785 | 100 | 123.0 | 101.0 |177.3 | 101.0 Total n, n, n
08 | 458 | 103 | 718 | 100 | 1209 | 101.1 |187.2 101.1
0.9 | 357 | 104 | 63.1 | 100 | 1194 | 101.2 |208.8 | 101.2 By using the above scenario, AF (2011) derived the
P=03 following results:
z T=0.1 T=0.2 T=0.3 T=0.4 (1) An unbiased estimator of the population 7 is
E() | EQ | E() | EQ) | E1) | EQ) | E(1) | EQ) s L O, [n=ny I m)+(1=O)my/n—ny | n)
0.1 | 32.1 | 107 | 548 | 101.2 | 116.8 | 100 |242.5| 100.3 ) 22P-1[Q* +(1-0)°] ’
02| 331 | 105 | 533 | 101.1 | 1087 | 100 |220.0 | 100.2 P£05 (5.1)
03| 325 | 105 | 513 | 101.0 | 1027 | 100 |206.4 | 100.2 (if) The variance of 7, is
04| 31.0 | 104 | 489 | 1009 | 979 | 100 |198.2] 1002 O 40y 21y
05| 288 | 104 | 46.1 | 100.9 | 93.7 | 100 |193.5] 1002 V()= 2P0+ (=0T e
06| 259 | 104 | 429 | 1009 | 89.7 | 100 |191.7 1002
07| 225 | 105 | 39.1 | 101.0 | 857 | 100 |192.6 | 100.2 P#0.5
0.8 | 185 | 105 | 347 | 1011 | 814 | 100 |196.5 | 100.2 _zl-m) 1 0’ +1-0) 4
09| 138 | 107 | 295 | 1012 | 765 | 100 |204.4 | 1003 n n| QP-1)’[0* +(1-0)’T (5.2)
P=04 . . . A
. — — 03 — (iii) An unbiased estimator of the variance of 7, is
EQ) | E(1) | E@) | E(1) | E@) | EQ1) | EQ) | E) 17(7‘;/.) _ 4(,,1_ ; sz - ?)32 [+Q (21 ; (Ql)j o ~ (2%, - 1)2}
01 ] 25 | 104 | 53 | 1012 | 184 | 1003 |1044| 100
02| 30 | 103 | 57 | 101.1 | 18.7 | 1002 |102.7| 100 (5.3)
03] 33 | 102 | 60 | 101.0 | 188 | 1002 [101.1| 100




6 Raghunath Arnab and D.K. Shangodoyin / Journal of the Indian Society of Agricultural Statistics 74(1) 2020 1-10

5.1 Improved estimator for AF model

AF argued that the force responses “Yes” or
“No” will increase respondents’ confidentiality and
cooperation as the respondents need not answer
sensitive question twice as in OS model. Since, the
response of the Deck 2 has no relation with the sensitive
characteristic of the respondents (variable under study),
Arnab and Singh (2013) recommended that one should
ignore response of the Deck 2 for the analysis of the
data. So, they proposed a modified estimator based
on the responses from the Deck 1 only. The proposed
alternative estimator is

L _A-(-P)
" p

(5.4)

where /il is the proportion of “Yes” answers from
the Deck 1.

The properties of the estimator 7; are obtained
from Chaudhuri and Mukherjee (1988) as follows:

i () =

.. R r(l-m P1-P
(i) v (4)= (n )+n(2(P—1;2

(ii1) An unbiased estimator of V(le) is

s (=1
V(#)= 11(12(P—11))2

6. STRATIFIED SAMPLING

Consider a finite population stratified into H
strata. Let N, be the total number of units and
7, be the proportion of individuals possess the
sensitive characteristic 4 in the stratum /. Then,

h
7= Nz, /N be the proportion of individuals
h=1
possessing the characteristic 4 in the entire population
H
of size N=)_ N,,. From each of the stratum samples
h=1
are selected by SRSWR method independently. Let 7y,
be the number of respondents selected from the hth
Stratum.

In this section we will compare performances of the
alternative estimators for OS and AF methods of RR
techniques when extended to the stratified sampling.
The RR techniques for the stratified samplings is
described as follows:

6.1 OS model

Each of the respondents of the selected sample of
the hth stratum is asked to draw one card from each
of the two decks independently with proportions
P, (#1/2) and T,(#1/2). The details of the cards
and data obtained from the stratum / are as follows:

Stratum h

Deck 1 Deck 2

I € A with proportion B, I € A with proportion 7,

1 € A° with proportion 1- B, I € A° with proportion 17},

Responses obtained from stratum /4

Response from Response from Deck 2 Total
Deck 1 Yes No
Yes ny (h) nyo(h) ny, (h)
No 1y, (h) 1y () ny.(h)
Total n,(h) n,o(h) n,

OS estimator of 7 for the stratified sampling was
proposed by AFM as follows:

1 &
Tos :NZNhﬂos (61)
h=1

where
Ah_ l i (B, +T, - D(my, (h) - Moo (h))(Ph - Th)(nlo(h) — Nyg (h) )

T
"2 2m,[(B,+T, =1’ + (B, = T,)’]
Proposed alternative estimator for stratified
sampling based on OS RR technique is
1 &
Ts =2 Nyyo (6.2)
Nig

5 A oan A—(-P
b, ol =)t AU,
. h

h

—(-T, ap [ A
M, llh(ﬂzh ) = proportion of “Yes”
i
answers from the Deck 1 (Deck 2), Wy =m,

+

thh(l_Ph) hzTh(l_Th)
(2B, -1)° (21, -1)*

The variances of 7,5 and T, are given by

" 2
):%ZNZ Fhos and

V(T
( h=l "

os
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1 a 2 O-I%ws
V(Ts)=—5 2 Njj —2 (6.3)
h=1 "y
where
(P, +T, =1’ {B,T, +(1-B)1-T,)} +
1| (B, -T){T,(1-P)+ B,(1-T,)}

2
o, =m,(1-7,)+— -t
hos h( h) 4 [(Ph +T}, —1)2 +(Ph _7’;,)2]2

ol =1 (1-x )+¢7 andah:(iﬁ“ij_l
hws h h h ¢lh ¢2h .

6.2 AF model

In this model also each respondents of the stratum
h is asked to draw one card at random from each of
two decks independently with proportions W), (7& 1/ 2)
and O (i 1/ 2) respectively. Here the respondent
matches his/her status with the statement written on
the card drawn from the Deck-1 and answers “Yes” or
“No”. For the card drawn from the Deck-2, respondents
answer “Yes” or “No” on the basis of “Yes” or “No”
written in the card.

Stratum h

Deck 1 Deck 2

I € A with proportion I, “Yes” with proportion O,

“No” with proportion 1 -0,

I € A° with proportion 1— W,

Responses obtained from stratum h

Response from Response from Deck 2 Total
Deck 1 Yes No
Yes my (h) o (h) m.(h)
No 1, () 1y (h) ny,(h)
Total n, (h) n,y(h) n,

Using this scenario, Abdelfatah and Mazloum
(2015) proposed the following estimator for the
population proportion 7 .

14,
Tr=y &t 6.4
f N; hﬂf ( )
where
a1 0, (my(h) =gy () + (1= 0, (g (1) = g ()
T2 202, -D[Q, +(1-0,)° I,

The proposed alternative estimator for AFM is

Ty :_zNh”'lf (6.5)

o ﬂlh -W, (=W
2W, -1

of “Yes” answers from Deck 1 of hth stratum for AFM

RR technique.

where 7 and /{hl = Proportion

The variances of 7, and 7;, are as follows:

y(r,)=— iNZU’ff 6.6
r)EyT L, (6.6)
1 < Glzhf
V(Tl_,.)=FhZ:1“N,f7 (6.7)
where
1 0 +(1-9,) }
ol = (- 71)+ -1
v T A - )0 +(1-0,)°T
and O_]Zh/_ :”h(l_”h)+w-
' (2w, -1)

6.3 Optimum allocation

Consider the simple cost function for stratified
sampling suggest by Cochran (1977) as

H
C=c¢, +ZChnh (6.8)

where ¢, is the overhead fixed cost and ¢, is the
cost per unit for the hth stratum.

The optimum sample sizes 7, that minimizes the
variance of the form

1 & Lo}
= LN (6.9)
h=1

keeping the total cost of the survey fixed as C* is
given by

C*—c N, o
My = 0 \/’Lh (6.10)
ZNM\/Z K
h=l1
The optimum value of ¥ with n, =n,, is
W, = N ) {ZN ahﬁj (6.11)

For the Neyman allocation ¢, =c¢ and the total
sample size n=Y_n, = (C*—¢y)/c is fixed. In this case
h
¥ in (6.11) reduces to

1 (& ’
‘Pney:F[ZN},ah] /'n
[

(6.12)
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The expressions of the variances under Neyman
allocation for the estimators T, T, T, and 7j, are
respectively given by

(& ’
=_(Zzho-hasJ ’
n\ =
H
=l(ZZhO'hf] and V,, =
n\ =

where Z, =N, /N .

:l»—l

H 2
(zz O-hws ) b
h=

1

[iZ Glth (6.13)

h=1

:l»—

6.4 Efficiency Comparison

For the AFM RR model, the proposed alternative
estimator 7}, is more efficient than T, as 0y, <0y, .
The modified estimator 7, for OS strategy with
P, =W, is more efficient than 7;, as Oy, 20y, .
Following Abdelfatah and Mazloum (2015), we
compare relative percentage efficiencies of the
estimators To,, T, Ti; withrespectto T, numerically

and these are given in Table 6.1 for h=2, F =P, =P,

L=T,=T; W,=W,=W; Q,
combination of Z,,

P(=w)=0.1,0.2,0.3,04, T(=0)=0.1,0.2,0.3,0.4,
Zl(=1—Z2)=0.1,0.3,0.5, 07,09 and (7'[1,71'2)2
(0.08, 0.13), (0.38, 0.53), (0.78, 0.83), (0.85, 0.95). The

=0, =0 and different
and 7,, as follows:

relative percentage efficiencies of Tp,, T, T, with
respect to I, are given by
Vy r Vy
EOS =——x100, El =V'—><100 and EW =——x100

1/
The empirical studies reveal that the estimator 7,
performs the best in all the situations. The next place is

os ws

occupied by 7Tj, . The improved estimator 7, is more
efficient than 7', but less efficient than 7y, . However,
the comparison between 7, and Ty, is not fair as the
estimator 7}, is based on the responses of Deck 1 cards

only while 7, is based on the responses of both Deck
1 and Deck 2 cards.

Table 6.1. Relative efficiencies of the estimators 7, , 7}, and T, with respect to T

Z(=1-Z,)=0.1
PEW) T=Q) 7 = .08, 73 =0.13 7 =038, 7, =0.53 7, =0.78, 7, =0.83 7 = 0.85, 7, =0.95

EOS | EI EW | EOS | EIl EW | EOS | EIl EW | EOS | EIl EW

0.1 0.1 133 119 138 133 109 133 148 112 148 182 117 182
02 115 116 122 120 113 123 129 117 133 143 125 151

03 104 106 107 110 110 114 113 114 119 119 120 129

0.4 273 111 284 102 104 104 103 105 106 105 107 109

02 0.1 193 116 193 207 109 212 250 110 258 328 12 345
0.2 140 113 141 166 112 166 184 115 184 211 117 211

03 109 104 111 130 110 131 137 112 138 145 114 147

0.4 618 109 659 107 104 108 109 104 110 110 105 112

03 0.1 362 114 366 434 109 452 555 109 587 759 110 823
02 206 111 206 300 112 303 343 113 347 398 114 403

03 124 104 125 190 110 190 201 111 201 214 111 214

0.4 2611 109 | 2695 | 122 104 122 124 104 124 125 104 126

0.4 0.1 1302 | 113 | 1317 | 1726 | 109 | 1761 | 2307 | 109 | 2372 | 3282 | 109 | 3417
02 566 110 568 | 1052 | 112 | 1062 | 1227 | 113 | 1241 | 1437 | 113 | 1456

03 204 104 204 518 110 519 553 110 554 588 110 590

0.4 133 119 138 199 104 199 202 104 202 205 104 205

Z(=1-2,)=03
PEW) T=Q) 7 = .08, 7, =0.13 7, =038, 7, =0.53 7, =0.78, 7, =0.83 7, =085, 7, =0.95

EOS | El EW | EOS | EI EW | EOS | El EW | EOS | EI EW

0.1 0.1 160 114 160 133 109 133 147 112 147 173 116 173
02 134 120 140 121 113 123 128 117 132 140 123 146

03 115 116 123 110 110 114 113 113 119 117 118 127

0.4 104 106 107 102 104 104 103 105 106 104 107 108

02 0.1 280 111 201 208 109 213 246 110 254 308 112 323
02 195 116 195 166 113 166 183 115 183 205 117 205

03 140 113 142 130 110 132 136 12 138 143 113 145

0.4 109 105 111 107 104 108 109 104 110 110 105 111
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0.3 0.1 635 109 678 436 109 455 545 109 576 709 110 765
0.2 367 114 371 301 112 304 340 113 344 386 114 391
0.3 207 111 207 190 110 190 201 111 201 212 111 212
0.4 124 104 125 122 104 122 123 104 124 125 104 125
0.4 0.1 2691 109 2781 1737 109 1773 | 2262 109 2324 | 3047 109 3163
0.2 1320 113 1336 1056 112 1066 1215 113 1228 1394 113 1412
0.3 569 110 571 518 110 520 551 110 552 581 110 583
0.4 204 104 204 199 104 199 202 104 202 205 104 205
Zi(=1-2Z,)=05
PEW) T=Q) 71 =.08, 75 =0.13 71 =038, 75 =0.53 71 =0.78, T2 =0.83 71 =0.85, 7> =0.95
EOS El EW EOS El EW EOS El EW EOS El EW
0.1 0.1 163 114 163 133 109 133 146 111 146 166 115 166
0.2 136 121 141 121 113 124 127 116 131 137 121 142
0.3 116 117 124 110 110 114 112 113 119 116 117 125
0.4 104 106 107 102 104 104 103 105 106 104 106 108
0.2 0.1 286 111 298 209 109 214 243 110 251 292 111 304
0.2 198 116 198 166 113 166 182 114 182 200 116 200
0.3 141 113 143 130 110 132 136 112 137 142 113 143
0.4 110 105 111 107 104 108 109 104 110 110 105 111
0.3 0.1 653 110 699 439 109 457 536 109 566 667 110 715
0.2 372 114 376 302 113 305 337 113 341 375 114 380
0.3 208 111 208 190 110 190 200 111 200 209 111 209
4 125 104 125 122 104 122 123 104 124 125 104 125
0.4 0.1 2777 109 2873 1748 109 1785 | 2218 109 2278 | 2845 109 2945
0.2 1339 113 1355 1060 112 1070 1203 113 1216 1353 113 1370
0.3 573 110 574 519 110 520 548 110 550 575 110 576
0.4 204 104 204 199 104 199 202 104 202 204 104 204
Zi(=1-2Z5)=0.7
PEW) T=Q) 71 = .08, 75 =0.13 71 =038, 7o =0.53 71 =0.78, T2 =0.83 71 =0.85, T2 =0.95
EOS El EW EOS El EW EOS El EW EOS El EW
0.1 0.1 167 115 167 133 109 133 145 111 145 160 114 160
0.2 137 122 143 121 113 124 127 116 131 134 120 139
0.3 116 117 125 110 110 114 112 113 118 115 116 123
0.4 104 106 108 102 104 105 103 105 106 104 106 107
0.2 0.1 294 111 307 210 109 215 240 110 247 278 111 289
0.2 200 116 200 167 113 167 180 114 180 195 116 195
0.3 142 113 144 131 110 132 135 111 137 140 113 142
0.4 110 105 111 107 104 108 108 104 110 109 104 111
0.3 0.1 672 110 721 441 109 460 528 109 556 630 109 672
0.2 377 114 381 303 113 306 334 113 338 365 114 370
0.3 210 111 210 191 110 191 199 111 199 207 111 207
0.4 125 104 125 122 104 122 123 104 123 124 104 125
0.4 0.1 2869 109 2971 1760 109 1797 | 2176 109 2234 | 2668 109 2756
0.2 1358 113 1375 1064 112 1074 1192 113 1205 1315 113 1330
0.3 576 110 577 520 110 521 546 110 548 568 110 570
0.4 204 104 204 199 104 199 202 104 202 204 104 204
Zi(=1-23)=09
PEW) T=Q) 71 =.08, 75 =0.13 71 =038, 75 =0.53 71 =0.78, T2 =0.83 71 =0.85, 7> =0.95
EOS El EW EOS El EW EOS El EW EOS El EW
0.1 0.1 170 115 170 134 109 134 143 111 143 155 113 155
0.2 138 122 145 121 113 124 126 116 130 132 119 136
0.3 117 118 126 110 110 114 112 113 118 114 115 121
0.4 104 106 108 102 104 105 103 104 106 103 105 107
0.2 0.1 302 111 315 210 109 216 237 110 244 266 111 275
0.2 203 117 203 167 113 167 179 114 179 190 115 190
0.3 143 113 144 131 110 132 135 111 136 139 112 140
0.4 110 105 111 107 104 108 108 104 109 109 104 110
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0.3 0.1 693 110 745 444 109 462 519 109 546 598 109 635
0.2 382 114 387 304 113 307 331 113 335 356 114 360
0.3 211 111 211 191 110 191 198 111 198 205 111 205
0.4 125 104 125 122 104 122 123 104 123 124 104 124
0.4 0.1 2967 109 3076 1772 109 1809 2136 109 2191 2513 109 2590
0.2 1378 113 1395 1068 112 1078 1180 113 1193 1279 113 1293
0.3 579 110 581 521 110 522 544 110 545 562 110 564
0.4 205 104 205 200 104 200 202 104 202 203 104 203

7. CONCLUSION

An alternative estimator 7, for OS RR model
has been proposed. The proposed estimator perform
better than OS estimator 7,; always while it performs
better than the estimator 7; most of the situations.
Abdelfatah et al. (2011) and Abdelfatah and Mazloum
(2015) used RR techniques based two decks of cards
where the Deck 1 relates to sensitive questions and
Deck 2 relates to non-sensitive questions. They
anticipated that their proposed RR techniques increase
level of confidentiality and hence co-operation from
the respondents. They showed empirically that their
proposed RR strategy for stratified sampling performs
better than Odumade and Singh (2009) RR model. In this
paper, we have shown that Abdelfatah et a/. (2011) and
Abdelfatah and Mazloum (2015) estimators can always
be improved by using information of sensitive question
on Deck 1 card and ignoring responses for the unrelated
questions based on the card 2. Table 6.1 shows that the
alternative estimator 7, always perform better than
Odumade and Singh (2009) estimator. It is also worth
noting that the both the proposed estimator possess very
simple expression for the estimator of the proportions,
variances and unbiased estimator of variances.
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SUMMARY

Based on long term data analysis of advanced varietal trials of All India Coordinated Research Project (AICRP) on Sugarcane, identified nine
genotypes which possess the qualities of high yield sustainability and low sensitivity towards adverse changes in environmental conditions during
2012 to 2018. Out of nine, two Co 10024 and Co 11001 from early group and two CoM 11086 and Co 08009 from mid late group of Peninsular
Zone. In East Coast Zone, only one early maturing genotype, CoA 13322, was identified. Two mid-late genotypes, CoH 08262 and CoH 09264, were
identified from North West Zone. Similarly two mid-late genotypes, CoSe 11454, CoP 12438, were identified from North Central and North Eastern
Zone. Out of 163 genotypes, only CoSe 11454 was highly stable for all the three character, CCS (t/ha), cane yield (t/ha) and sucrose (%). Other eight
were highly stable for CCS (t/ha) and cane yield (t/ha) only. These may be used as parents in crossing programme as possess the qualities of high yield
sustainability and low sensitivity towards adverse changes in environmental conditions or having high stability and high yield criteria.

Keywords: Climate resilient, Sugarcane, Genotypes, Sustainability, Stability.

1. INTRODUCTION

About 38% districts (241 of 634) in India were
found to be resilient to drought to dry condition
(Annon., 2018). In fact, deficit monsoon has become
chronic with 13 of the last 18 years witnessing below-
normal rains. In recent years, country had continuously
five deficit monsoon since 2014. Sugarcane is a high
biomass crop which requires large amounts of water for
good yields. Irrigation is necessary in order to produce
sugarcane in almost all parts of the country, but water
supplies are becoming increasingly limited (Gupta and
Kumar, 2018). Most of the sugarcane area is resilient
and slightly non-resilient to drought to dry condition
and this crop shows better tolerance to water extreme
than other crops. That is why the sugarcane yield in the
country was not effected due to drought to dry condition
and resulted sugarcane productivity in between 65 to
70 t/ha in last twenty years except 2002-03, 2015-16
and 2016-17. These three years were had either normal
or little deficit monsoon. As sugarcane is highly
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E-mail address: rajesh_iisr@hotmail.com

sensitive to climatic and edaphic factors, location
specific selection of varieties is important, as varietal
requirement differs for every zone (Anon, 2014). This
study was under taken to identify sugarcane genotypes
which possess the qualities of high yield sustainability
and low sensitivity towards adverse changes in
environmental conditions.

2. MATERIAL AND METHODS

Genotype x Environment (GE) interaction
continues to be a challenging issue among plant
breeders, geneticists and agronomists in conducting
varietal trials across diverse environments. Methods of
partitioning GE interaction into components measure
the contribution of each genotype in GE interaction.
Whenever an interaction is significant, use of main
effectse.g., overall genotype means across environments
is often questionable. Stability performance of genotype
is considered as an important aspect in varietal trials.
Researchers need a statistics that provides a reliable
measure of stability or consistency of performance of a
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genotype across a range of environments, particularly
one that reflects the contribution of each genotype to
the total GE interaction and helps in identifying the best
genotype. For a successful breeding or genotype testing
programme, both stability and yield (or any other trait)
must be simultaneously considered. Also integration
of stability of performance with yield through suitable
measures will help in selecting genotypes in a more
precise manner. In this study, it is proposed to use
simultaneous selection indices using Additive Main
Effects and Multiplicative Interaction (AMMI) model.
This model is appropriate when main effects (genotypic,
environmental) and genotype x environment interaction
(GE) effects are both important in yield trials.

AMMI model offers a more appropriate statistical
analysis to deal with such situations, compared to
traditional methods like ANOVA, Principal Component
Analysis (PCA) and linear regression. Currently,
selection of sugarcane genotypes is based on the
performance of cane yield across the location in a zone
and ranking of genotypes is done on the basis of mean
data. Ranking of genotypes based on simultaneous
selection of high yielding and stable genotypes gives
better and reliable picture in identifying a variety for
release.

Simultaneous selection approach proposed by Rao
& Prabhakaran (2005) and Kumar & Sinha (2012 to &
2015) was used in this study which selects genotypes
for both high yield and stability in multi-environmental
trials using AMMI model by assigning 80% weight to
yield and 20% to stability values of the genotype.

2.1 AMMI and simultaneous selection procedure

The AMMI method combines the traditional
ANOVA and PCA into a single analysis with both
additive and multiplicative parameters (Gauch, 1992).
The first part of AMMI uses the normal ANOVA
procedures to estimate the genotype and environment
main effects. The second part involves the PCA of the
interaction residuals (residuals after main effects are
removed). The model formulation for AMMI shows
its interaction part consists of summed orthogonal
products. Because of this form the interaction lends
itself to graphical display in the form of so-called bi-
plots (Gabriel (1971)). Here, it is assumed that the first
two PCA axes suffice for an adequate description of
the GxE interaction. It is evident from earlier sections
that the scope of bi-plots is very much limited. The
inferences drawn from bi-plots will be valid only

when the first two PCAs explain a large portion of
interaction variation. In situations, where more than
two PCA axes are needed to accumulate considerable
portion of GEIl variation, what should be the approach
for identifying varieties which are high yielding as
well as stable. Keeping this in mind, a new family of
simultaneous selection indices was proposed by Rao
and Prabhakaran (2005) which can select varieties
for both yield and stability was applied in this study.
The proposed selection indices (/;) consists of (i) a
yield component, measured as the ratio of the average
performance (Yl..) of the i-th genotype to the overall
mean performance of the genotypes under test, and (ii)
a stability component, measured as the ratio of stability
information (I/ ASTAB;) of the i-th genotype to the
mean stability information of all the genotypes under
test. The simultaneous selection index is given as

1

Y, ASTAB,
I=-ttq———"—

i

ii 1
T < ASTAB,

Where ASTAB; is as stability measure of the i-th

genotype under AMMI procedure and 171 is mean
performance of i-th genotype. « is the ratio of the
weights given to the stability components (w,) and
yield (W) with a restriction that w; + w, = 1.

Simultaneous selection criterion proposed by Rao
and Prabhakaran (2005) was used in this study which
selects genotypes for both high yield and stability in
multi-environmental trials using AMMI model by
assigning 80 % weight to yield and 20 % to stability
value of the genotypes. Such weights were assigned
because Hogart (1976) inferred that 75 % of the gains
in cane yield in Australia were attributed to the varietal
improvement and Edme et al. (2005) estimated that
genetic improvement along contributed 69 % of the
sugarcane yield.

This method was used for selection of high
yielding and stable genotypes under Advance Varietal
Trial of early and midlate maturity group in Plant [ &
II and ratoon crops conducted during (2012 to 2018) in
Peninsular Zone, East Coast Zone, North West Zone and
North Central Zone (Map 1) of All India Coordinated
Project on Sugarcane. Advance Varietal Trials (Plant I)
were conducted during first year and same crop was
ratooned during second year of the crop. Advance
Varietal Trials (Plant I1) were conducted during second
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year of the trial. Combination of two years of plant
crops and one ratoon crop data were analyzed for
stability analysis. AMMI analyses and simultaneous
selection indices analyses were performed with the
help of SAS 9.3 (SAS Institute, 2002-2010). Other
statistical analysis was done using Ms-Excel (2014). In
each zone, ranking of varieties was based on the above
mentioned criterion for commercial cane sugar (CCS t/
ha), cane yield (t/ha) and sucrose (%). Similar analysis
was done for each identified genotype (Table 1) with
other genotype of the trial for Simultaneous selection
criterion proposed by Rao and Prabhakaran (2005).

2.2 New initiative of genotype ranking against high
yield sustainability and low sensitivity towards
adverse changes in environmental conditions
under crop improvement programme of
AICRP(S)

A successful evaluation of genotypes for stable
performance under varying environmental conditions
based on information on genotype * environment
interaction for yield is an essential part of any
sugarcane varietal development programme. The
selection of sugarcane genotypes is based on the
performance of cane yield across the location in a zone
and ranking of genotypes was done on the basis of
mean data. The same criterion was used in All India
Coordinated Research Project (AICRP) on Sugarcane
since 1971 and till 2011-12. A new approach involving
simultaneous selection indices using Additive Main
Effects and Multiplicative Interaction (AMMI) model
for Advanced Varietal Trial of All India Coordinated
Research Project on Sugarcane has been applied for
simultaneous selection of high yielding and stable
sugarcane genotypes. The approach involves three
steps for selection of high yielding and stable genotype,
in Advanced Varietal Trial of AICRP on sugarcane. In
the first step, genotypes performing better than the best
standards in the trial based on only yield performance
are selected. In second step, the selected genotypes
are ranked / judged on index values obtained on basis
of both yield and stability. The third step involves the
ranking of selected genotypes of step one on basis of
their stability. Genotypes are considered best, high
yielding and stable, if their respective ranks were
found better than the ranks of best standard or at least
one of the standards. If their ranks are inferior to the
best standard, then we judged the top ranks among the
tested genotypes based on index value.

3. RESULTS AND DISCUSSION

Based on the large data analysis of proposed above
procedure, out of 163 genotypes tested in five zones at
Advanced Varietal Trials under All India Coordinated
Research Project (AICRP) on Sugarcane, identified
nine genotypes which possess the qualities of high
yield sustainability and low sensitivity towards adverse
changes in environmental conditions during 2012 to
2018 (Table 1). Because these entries were found high
yielding for cane yield (t/ha), CCS (t/ha) and Sucrose
(%) and stable as per the procedure suggested by Rao
& Prabhakaran (2005) except entry Co 13322 of East
Coast Zone (Table 3, 4 and 5). These entries were
also highly stable in respective zones if we consider
only AMMI stability procedure proposed by Gauch
(1992). Co 13322, an early maturing genotype, ranked
second in the zone for cane yield (t/ha), CCS (t/ha) and
Sucrose (%). But this entry recorded the highest cane
yield of 117.91 t/ha among the nine entries. This entry
had 13.57 t/ha CCS and 16.55 % sucrose.

Out of nine, two Co 10024 and Co 11001 from
early group and two CoM 11086 and Co 08009 from
midlate group were highly stable and high cane
yielding of Peninsular Zone (Table 3, 4 and 5). These
four entries recorded cane yield in between 94 to
106 t/ha. Similarly, these entries were highly stable and
high yielding for CCS (t/ha). Among the nine entries,
Co 08009 recorded the highest CCS (t/ha) of 14.07 t/ha
and 19.35 % sucrose (Table 3, 4 and 5).

In North West Zone, out of nine, two CoH 08262,
CoH 09264 from midlate group were highly stable and
high cane yielding for cane yield (t/ha) and CCS (t/ha).
Both these were developed from CCS HAU research
centre, Uchani. These entries had low values of stability
for CCS (t/ha) and sucrose (%) and had high rank for
cane yield and CCS (t/ha).

In North Central and North Eastern Zone, mid-
late entry CoSe 11454 was found to be the only entry
during this period which showed the high stability for
sucrose (%) along with cane yield (t/ha) and CCS (t/ha)
among all the nine entries. Other eight entries had high
stability for cane yield and CCS (t/ha) only. For Sucrose
(%), these eight entries had very inferior rank and high
value of stability among the nine entries. CoSe 11454
had lowest value of stability (2.48), which indicate
that it is very stable genotype. This entry recorded
cane yield (74.5 t/ha), CCS (9.14 t/ha) and Sucrose
(17.6 %). This entry may be considered for release for
commercial cultivation in North Central Zone of All
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India Coordinated Research Project on Sugarcane.
Similar performance were also observed for the mid-
late entry, CoP 12438, in this zone.

For sugarcane, if the simultaneous selection index
value is around 1.45 then genotype is high yielding and
highly stable across the zone for cane yield (t/ha) and
CCS (t/ha). Similarly for sucrose (%) if it is around 1.20
then the genotype is high yielding and highly stable
across the zone. As far as pest and diseases reaction
of the genotypes is concern, the information of these
nine genotypes is presented in Table 2, at an advance
level of screening. Normally, genotypes are promoted
to an advance level of testing which are resistant or
moderately resistant to diseases at initial level of
screening. Similar situation is for two important pest
of sugarcane (Table 2). All are LS - Least susceptible to
Early Shoot Borer and Top Borer.

CONCLUSION

Climate change induced changes in growth and
development and adverse effects on sugarcane and
sugar productivity invoke in urgency for climate —
resilient varieties of sugarcane to mitigate such effects.
Nine identified genotypes can also be considered as
climate resilient genotypes of different zones (Table 1).
These genotypes will be least effected by drought and
water logging in different part of the country because
yield fluctuations were minimum in the trials due to
high stability in cane yield. Use of these nine genotypes,
as parents, in sugarcane breeding programme may also
be helpful in imparting multiple — stress tolerance and
sustaining sugarcane production and productivity in
different zones of AICRP(S) in the country under such
conditions. These genotypes may be considered for
release for commercial cultivation in different zone of
All India Coordinated Research Project on Sugarcane.
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Table 1. Climate resilient high yielding and
stable sugarcane genotypes in India

Zone Early Mid-late
Peninsular Zone Co 10024, Co 11001, CoM 11086,

Co 08009

East Coast Zone CoA 13322

North West Zone CoH 08262,
CoH 09264,
North Central and CoSe 11454,
North Eastern Zone CoP 12438
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Table 2. Details and performance and of climate resilient high yielding and stable sugarcane genotypes

Genotype Zone name of the No. of Entries | turity | Year Trial Disease reaction Pest reaction
yp tested genotype tested in trial Conducted *Red rot | YLD Smut ESB TB
Co 10024 Peninsular Zone 11 Early 2017 | PlantI, PlantII | R or MR R S LS -
and Ratoon
Co 11001 Peninsular Zone 8 Early 2018 | PlantI, PlantII | R or MR Ror Ror LS -
and Ratoon MR MR
CoM 11086 Peninsular Zone 8 Midlate 2018 Plant I, PlantII | R or MR Ror Ror LS -
and Ratoon MR MR
Co 08009 Peninsular Zone 7 Midlate 2014 | PlantI,PlantII | R or MR - Ror - -
and Ratoon MR
CoA 13322 East Coast Zone 7 Early 2018 | PlantI, PlantIl | R or MR - - LS -
and Ratoon
CoH 08262 North West Zone 9 Midlate 2014 Plant I, PlantII | R or MR - S to MR - LS
and Ratoon
CoH 09264 North West Zone 8 Midlate 2015 | PlantI, PlantII | R or MR R MS to R - LS
and Ratoon
CoSe 11454 North Central and 7 Midlate 2017 Plant I, PlantII | R or MR - R MS LS
North Eastern Zone and Ratoon
CoP 12438 North Central and 6 Midlate 2018 Plant I, Plant I | R or MR - - LS LS
North Eastern Zone and Ratoon
*Red rot reaction by plug and cotton swab method at least one centre of the zone
R — Resistant, MR - Moderately Resistant, LS - Least susceptible MS - Moderately susceptible
ESB — Early Shoot Borer and TB — Top Borer
Table 3. Ranking of genotypes of according to their (i) mean performance, (ii) stability and
(iii) simultaneous index value in respect of cane yield (t/ha)
Estimated value Rank based on estimated value
Genotype Maturity Cane Yield - Index value | Cane Yield (t/ha) | Stability based
Index Value (t/ha) value Stability value based rank based rank rank
Peninsular Zone
Co 10024 Early 1.56 98.07 1366.91 1 4 1
Co 11001 Early 1.45 94.51 1275.3 1 2 1
CoM 11086 Midlate 1.52 101.26 681.61 1 2 1
Co 08009 Midlate 1.5 102.06 993.65 1 3 1
East Coast Zone
CoA 13322 Early 1.37 117.91 238.15 2 1 3
North West Zone
CoH 08262 Midlate 1.55 81.85 171.71 1 2 1
CoH 09264 Midlate 1.56 85.28 275.66 1 1 1
North Central and North Eastern Zone
CoSe 11454 Midlate 1.71 74.50 95.88 1 4 1
CoP 12438 Midlate 1.52 76.59 95.96 1 1 1
Table 4. Ranking of genotypes of according to their (i) mean performance, (ii) stability and
(iii) simultaneous index value in respect of CCS (t/ha)
Estimated value Rank based on estimated value
Genotype Maturit, o
yp! y Index Value CCS (t/ha) Stability value Index value CCS (t/ha) Stability based
value based rank based rank rank
Peninsular Zone
Co 10024 Early 1.51 12.18 25.86 1 5 1
Co 11001 Early 1.37 11.29 22.42 1 3 1
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Estimated value

Rank based on estimated value

M e vame | CQR | b vae | e | SO 0M | Sublih bl
CoM 11086 Midlate 1.4 13.19 19.22 1 4 1
Co 08009 Midlate 1.43 14.07 20.28 1 3 1
East Coast Zone
CoA 13322 Early 1.35 13.57 6.41 2 2 3
North West Zone
CoH 08262 Midlate 1.44 9.65 3.15 1 5 1
CoH 09264 Midlate 1.46 9.62 5.16 1 2 1
North Central and North Eastern Zone
CoSe 11454 Midlate 1.51 9.14 3.37 1 2 1
CoP 12438 Midlate 1.45 9.09 2.00 1 3 1
Table 5. Ranking of genotypes of according to their (i) mean performance, (ii) stability and
(ii1) simultaneous index value in respect of Sucrose (%)
Estimated value Rank based on estimated value
e | e | SO | iy v | v | o 00)| Sibits b
Peninsular Zone
Co 10024 Early 1.23 17.56 7.35 7 8 8
Co 11001 Early 1.11 17.02 7.03 8 8 8
CoM 11086 Midlate 1.26 18.53 7.33 3 6 3
Co 08009 Midlate 1.23 19.35 3.98 4 3 4
East Coast Zone
CoA 13322 Early 1.21 16.55 3.73 7 8 5
North West Zone
CoH 08262 Midlate 1.26 16.90 2.81 5 7 3
CoH 09264 Midlate 1.11 16.57 5.82 8 8 8
North Central and North Eastern Zone
CoSe 11454 Midlate 1.33 17.6 2.48 1 1
CoP 12438 Midlate 1.32 17.06 2.2 2 4 2

North West Zone

North Central Zone

Peninsular Zone r‘ )
East Coast Zone
North Eastern Zone

%

Map 1: Zones of All India Coordinated Research Project on Sugarcane
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SUMMARY

The present paper has dealt some transformed and composite chain ratio type estimators of population mean in finite population survey sampling
using information on two auxiliary variables related to the variable under study. Their bias and MSE are derived. The relative efficiency of the
proposed estimators have been examined in comparison of several existing estimators in the literature using real data. It has been found that the
proposed estimators have outperformed the existing chain ratio type estimators and composite chain ratio type estimators.

Keywords: Two phase sampling, Auxiliary variables, Chain ratio type estimators, Composite chain estimators.

1. INTRODUCTION

Information on auxiliary variables is generally
used in sample surveys to improve the efficiency of
the estimators of population parameter of interest.
Theoretically, it has been established that, in general,
the regression estimator is more efficient than the ratio
and product estimators. However when the regression
line of the character under study on the auxiliary
character passes through the origin, these are equally
efficient. Nevertheless, due to the stronger intuitive
appeal, statisticians are more inclined towards the use
of ratio and product estimators. Perhaps that is why
an extensive work has been done in the direction of
improving the performance of these estimators.

Consider that finite population U =(U,,U,,
........ U,) consists of N identifiable sampling units.
Associated with the unit U, is a pair of numbers
( V; ,x,.) , where y, is the value of the study variate y
and x; is the value of an auxiliary variable x related to

N
y. The objective is to estimate ¥ ="~ /\,
i=1

Corresponding author: B.V.S. Sisodia
E-mail address: bvssisodia@gmail.com

For estimating of Y , let a sample of size n is drawn
from U by simple random sampling without replacement

(SRSWOR). Let ¥ and X be simple sample mean of
_ N
y and x, respectively. When X :%Z x, is known, the

i=1

usual ratio estimator of ¥ is given by

¥

X (1.1)

=<

with bias and mean square error (MSE) as follows.

(11
B(y,):.y(;-ﬁj(cf—pyxcxcy) (1.2)
MSE(y)zYz(l—iJ[C2+C2—2P cC] (13
’ n N)-TUT T '

) Sy , 82 . :
where C; = ?z,Cx = /g Pn 18 correlation

N
and y, and S}%:ﬁ;(x—?)z,

The usual regression estimator of Y is given by
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v, =y+b (X-%) (1.4)
with bias and MSE as follows.
Sy Lo L) gl Ao A
ARE Njﬁ[sj SXJ (15)
_ 1 1
Mse(5)=[ 22 Jsi( - ) (16)
1L _ _
Wilere b:xy ZE;(% -X)(y-7) and
=330 )

When X is not known the two phase sampling
(double sampling) techinque is resorted to first find out
the estimate of X . The technique involves two steps.

(i) at first phase, draw a preliminary large sample of
size n' from U by SRSWOR. Enumerate the sampled

n
xi
units for x. Let ¥ = ! i be sample mean based on

n' units, and (ii)at second phase, draw a sub sample of
size n from n" by SRSWOR. Enumerate the sampled
unites for y. Let y and X be sample mean based on
n units drawn from ' units. A double sampling ratio
estimator of Y is given by

y, =% (1.7)
with bias and MSE of y , as given below
_ =1 1
B(3,)=Y (;—;j(cf -p.C.C,) (1.8)
— =1 1
MSE(3,,)=V () +Y (;—;)[Cﬁ -2p,C,C.],
1 1
where V(y)=|—-—|S? 1.9
=25 (19)

The usual double sampling regression estimator is
given by

Y, =y+b, (¥ -X) (1.10)
with bias and MSE as follows
= LT\
B =g ——— || 52 2L
(%) ﬂ(n n,j{sw S} (1.11)
_ — =(1 1
MSE(yl):V(y)—YZ(;—gjp;@ (1.12)

Chand (1975) proposed chain ratio-type estimator

of Y when the population mean of an auxiliary variable
x highly related with the study variable y is not known

but the population mean of another auxiliary variable
z which is less correlated with y but is known. The
estimator he proposed is highly correlated with x as

e

where Z:iZ[/N and 7=iz,/n’

i=1 i=1

and MSE of T, as follows
()72 (Lo )2 (L2
MSE (1,) =V (7)+7 K; n,)cx{n, Njcz

11 11
20——=|p CcC -2|=-=|p CC
[n n'jpyx yox (n ijyz V Z}
(1.14)

Kiregyera (1980) proposed chain ratio-cum
regression estimator of ¥ as

(1.13)

T,Z:)7+bw[7é—f] (1.15)
i z

where b, is estimated regression coefficient of y
on x from n sampled units.
with MSE of 7;, of as follows

MSE(T,) = MSE(5,) +

' 2 22 2
72L|:pyxcycz _2pyx yszCz:|,

n' c? C.

where f’=(1—%’j (1.16)

Kiregyera (1984) developed another estimator of
Y along with its MSE as

Tl3=)7+byx[)7+bxz(f—?)—f:| (1.17)
=1 1
MSE(YTs) =Y’ {(;_NJ(C}Z —K}Z,ch)-‘r
I 1
(7 - Fj (K2CI+ K, K.C}K, K, -2K, ))}
(1.18)
c, c
where K, =%, K. Pl g K, = pyé y

X z z

and b_ is estimated regression coefficient of x on z
from n' sampled units.

Since then many research workers have developed
exponential chain ratio type and regression type
estimator of ¥ in the past. Some relevant works are
briefly described below.
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Singhand Choudhury (2012)proposed aexponential
chain ratio estimator under double sampling as

—
Xz _
—-X

T =5 exp| 22 (1.19)

Khare et al. (2013) developed a generalized chain
ratio cum —regression type estimator of ¥ as

=\
Tzﬁwb{f@] —f}
: z

where o is some scalar quantity.

(1.20)

MSE of T}, for optimum value of as ais given by

MSE(T,4)=MSE(EM)—Y2§/J§ZC§ (1.21)

Singh et al. (2015) developed a composite type
chain ratio estimator of ¥ as follows
Y =(al, +(1-a)1,) (1.22)

. 7 d . .
where a is some constant and /, =Yy, as given in

Nﬁ—nf Y
z _Xz
_yde - N-n z
(1.19), and Iy =Yg p =V exp T
.
z L
N-n z

where 7, isdual chainratioestimatorof ¥ following
the dual to ratio estimator for Srivenkataramana (1977).

MSE of Y for optimum value of & is given by

2
— — | 1= N, +N,
M%myhfﬂ{LLQ+M+M—LL—ﬁJ
n 5
(1.23)
1- ") o2
where N, :( )g—Cj 1—§KW),
4 4
1— 2
w1k ),
n 4 4

n n n . n
and &=, S S
MSE of Y, is given by
MSE(T2s ) =72 Hﬂ]cg AN+ Nz} (1.24)
P

In view of the above facts, some transformed and
composite chain ratio type estimators of population

mean Y are proposed using two auxiliary variables
in the present paper. Their bias and MSE are derived.
The relative efficiency of the proposed estimators as

compared to relevant existing estimators of Y are
examined with real data.

2. PROPOSED TRANSFORMED CHAIN
RATIO TYPE ESTIMATOR OF
POPULATION MEAN

A transformed chain ratio type estimator is
proposed as

n=s(Z](2] o

where a and B are some unknown scalar quantities.
Obviously, the estimator 7, is biased estimator as
E(T,)#Y . Bias of the transformed chain ratio-type
estimator is as follows

B(T,)=E(T,)-Y

—\X [~ ﬁ
]
X z
We assume that
y=Y+e, X =X+¢€,x=X+¢,,7 =Z+¢, with
E(eo)zE(el)zE(ez)zE(e3):0
Under these assumptions and following the
procedures given in Sukatme and Sukhatme (1970), an

appropriate bias of 7, upto first order of approximation
is obtained as

7L L)oc2_
B(Tz)fY[[n N)(QCX ap, C,Co)+
11 2 2 2.2
[;—NJ(PC)C + RCZ -a Cx +apynyCx7ﬁpyzCz Cyﬂ
2.2)

= andR:ﬁ(ﬂ+l)
2 2 2
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If a=1and f=1, we find that P=0, Q=1 and

R =1, and in this case T, reduces to T; with bias of T,
and as given below

R [ et

e e

Mean Square Error (MSE) of the proposed
estimator T,

MSE(T,)=E(T,~ Y

-z E) 1]
eV z Y
-t (a7 ] -

Under the assumptions as mentioned above, MSE
of T, upto first order of approximation is obtained as

MSE(TZ) v ( )+Y2{ 2[ ;,jc)%ﬁz[%—%ﬁ—

y
["_j Py ﬂ( ;przcycz}
(2.4)

Now, if @ =1and =1, we find that in this case
T, reduces to T; with MSE of T, as given below

ol 12 (1 1) 2
MSE (Tl)—V(y)+Y Kﬁ_?jcfr[?_ﬁ)cz _

2.5)

We shall find out the optimum value of @ and
B by minimizing the MSE (Tz) given in (2.4) with
respectto @ and S .

The above expression of MSE(T,) in (2.4) can
also be written as

MSE(T,)=V (7)+ 7> [az%ci +p20,C2 -

2a0p CC -2,30 pyzcycz} (2.6)

where 6, =(1—Lj,,492 :(i’_ij@ :(l_l'j
n N n N n o n

Differentiating MSE (T,) with respect to & , we get

aMSE(E) 72 2
B Y [2056’3CX —2€3pynyCX}

Equating the above differential to zero and after
solving it, we get the optimum value of « as

aapt = pyx _ (27)

v
C

x

Differentiating MSE (Tz) with respect to S, we
get

OMSE (T,)
op

Equating the above differential to zero and after

Y2[2a9 C2—26’p cc }
x Xy x

solving it, we get the optimum value of B as

C,V
el (2.8)

z

ﬂopl = pyz

Putting the optimum value of @ and # in equation
(2.4), we get optimum MSE after little simplification as
MSE(T,),

=V (3)-T?[0,.CI+6,p.C] ] (2.9)

3. PROPOSED COMPOSITE CHAIN RATIO
TYPE ESTIMATOR OF POPULATION
MEAN

We propose a composite chain ratio type estimator
of population Y as

L=Wwy+(1-W)T, (3.1)
where W is some unknown constants.

The bias of T is obtained as

B(T,)=E(T;)-Y

=E[Wy+(1-W)I,]-Y

-srerams(F)E )}

:E{W(Yﬁu & )+ (1-w)(T+ eo)[j(:(:z J{Ziz H—?

under the assumptions on €; ’s, i=1,2,3 in Section-2,
the bias of Ts, upto the first order of approximation, is
obtained as

B(T,)=(1-w)Y]6,(C2 - p,C,C, )+

6,(C-p.CC)| 62
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Mean square error of proposed estimator Tj is
derived as

MSE(1,) = E(T, Y )

— — 2
= X+e Z =
1-wilY —L || = -Y
( )( +€0)[X+62][Z+e3] }
Upto the first order approximation, MSE(Tj3) is

obtained as

MSE(T,)=W?0Y°C? +(1-W )’ V[ 4]+

2(1-w)Y*[B] (3.3)
where
A=0,C’ +0,C? +6,C} -20,p,C.C,-20,p C,C.

and B=6,C; -6,p,C,C.-0,p .C,C.
Differentiating the MSE (T3) given in (3.2) with
respect to W, we get

OMSE(T,)

" WOYC=2(1-W)Y?A+1(1-2W)Y’B

Equating the above differential to zero and after
solving it, we get the optimum value of W as

w o A-B
' QCT+A4-28 G4
Putting the value of W in equation no. (3.3), we get
optimum MSE as follows

(A-BY6,C*+(6C> - BY A+ ]
y Yy

—_ 2_
wse(r,) -7 2(4-B)(6C; 32)3
opt (6.C; +4-2B)

(3.5)

4. EMPIRICAL ILLUSTRATION FOR
RELATIVE EFFICIENCY OF THE
PROPOSED ESTIMATORS

We have considered four real populations for the
purpose of investigation of the relative efficiency of the
estimators which descriptions are given below

Table 1. Description of the population

S.N. Popl{latlon Source of Data Y X V4
size
1 34 Singh & Area Area Total
Chaudhary Under Under | Cultivated
Theory and Wheat | Wheatin | Areain
Analysis of in 1973 1971
Sample Survey 1974
Designs, First
Edition, 1986,
pp- 177
2 34 Sukhatme & Area Area Total
Sukhatme Under Under | Cultivated
Sampling Wheat | Wheatin | Areain
theory of in 1936 1931
surveys with 1937
application,
1970, pp -185
3 200 Sukhatme & Apple | Bushels Bushels
Chand (1977) | trees of | of apples | of apples
bearing | harvested | harvested
agein | in 1964 in 1959
1964
4 34 B.K.Singh, W. Area Area Cultivated
W. Chanu and | under under area in
Manoj Kumar | wheat | wheat in 1961
(2015) Journal in 1963
of Statistics 1964
Applications &
Probability 4,
No. 1, 37-51

The details of parameters of the populations are
given below

Table 2. Description of population parameters

S.N. | Parameter Popu;atlon PopuIlIatlon Poplllizlmon Poplllia}ltlon

1 N 34 34 200 34

2 n' 10 10 30 10

3 n 4 4 20 7

4 Cy 0.72 0.76 2.02 72

5 Cy 0.75 0.75 1.59 75

6 C, 0.85 0.62 1.44 .59

7 P 0.98 0.93 0.93 98
8 Py 0.44 0.89 0.77 .90

9 Py 0.45 0.83 0.84 91
10 X 208.88 218.41 2934.58 208.89
11 Y 199.44 201.41 1031.82 199.44
12 Z 856.41 765.35 3651.49 747.59

The relative efficiency of estimators is determined
against the simple sample mean per unit y as
r(y)

=——=2—x100
T MSE(r)
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Table 3. The variance and relative efficiency (RE%) of the estimators as compared to simple sample mean (?) in four different populations

where ° are various existing and proposed
estimators. Explicitly, they are denoted as f =),
L=V, =1, t,=T,, =T, t,=1 t, =Ty,

12
_ _ v RdR _ yde
Iy _7;4, ly = YEC and %, = YEdR

These relative efficiencies have been worked out
for three populations which are described in Table 3.

It can be observed from the results of the Table 3
that the proposed estimator, i.e Transformed chain
ratio type estimator has out-performed other estimators
in all the populations except in population III where
transformed chain ratio-type and composite chain ratio-
type estimators are almost at par . For population III,
transformed chain ratio-type, composite chain ratio-
type, T, due to Kiregyera (1980) and 7, due to Khare
et al. (2013) are almost equally efficient.

In general, the proposed transformed chain ratio
type estimator can be recommended for estimator
of population mean (Y ) using information on two
auxiliary variables. However, some more composite
chain ratio cum-regression estimators can be envisaged,
which is under investigation by authors.
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Estimator Population I Population 11 Population I11 Population IV

Variance RE (%) Variance RE(%) Variance RE (%) Variance RE (%)

y 4977.47 100.00 5094.069 100.00 122168.87 100.00 2558.88 100.00
Vi 3446.36 144.42 3704.29 137.50 63017.20 193.80 1630.84 156.90
N 3445.48 144.46 3692.49 137.90 81974.55 149.00 1629.91 156.99
T, 2229.69 223.23 2411.50 211.24 60180.54 203.00 350.18 730.72
T, 1415.42 351.66 793.64 641.86 41478.02 294.53 328.22 779.60
T, 1578.98 315.23 884.68 575.80 40974.91 298.15 334.68 764.60
1, 3978.51 125.10 3260.18 156.66 41832.11 292.05 998.69 256.22
T, 3225.62 154.31 1848.91 275.51 49500.80 246.80 525.84 486.62
T, 3148.63 158.08 2402.59 212.59 36904.56 292.69 338.21 756.57
YR 2453.80 202.84 1416.61 359.59 51561.1 236.94 713.18 358.79

?ER 4957.32 100.40 5050.92 100.85 121498.14 100.55 2588.24 98.86
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SUMMARY

The Calibration Approach proposed by Deville and Sarndal (1992) is a popular technique to efficiently use auxiliary information in survey sampling.
In this study, calibration estimators of the finite population total have been developed under two stage sampling design along with variance of the
estimator and the corresponding estimator of variance. It is assumed that the population level complex auxiliary information is available at the second
stage of selection and the study variable is inversely related to the available auxiliary information. The proposed calibration estimators were evaluated
through a simulation study and it was found that all the proposed product type calibration estimators perform better than the Horvitz-Thompson
estimator as well as usual product estimator of the population total under two stage sampling design.

Keywords: Calibration approach; Auxiliary information; Product estimator; Simulation.

1. INTRODUCTION

In sample surveys, auxiliary information on
the finite population is often used to increase the
precision of estimators of unknown finite population
parameters of study variable. In the simplest settings,
ratio and regression estimators incorporate known
finite population parameters of auxiliary variables in
estimation of study variable parameters. The Calibration
Approach, proposed by Deville and Sarndal (1992), is
one of the widely used techniques for incorporation of
auxiliary information in estimation stages of survey
sampling. In fact, the generalized regression estimator
(GREQG) (Cassel et al., 1976) is a special case of the
calibration estimator choosing the Chi-square distance
function (Deville and Sérndal, 1992). Calibration
technique implies that a set of initial weights (usually
the sampling design weights) are transformed into a set
of new weights, called calibrated weights, which is the
product of its initial weight and a calibration factor. In
the past few decades, calibration estimation has gained
significant attention not only in the field of survey
methodology, but also in survey practice. Following

Corresponding author: Ankur Biswas
E-mail address: ankur.biswas@icar.gov.in

Deville and Sarndal (1992), a lot work has been carried
out in calibration estimation i.e. Singh ef al. (1998,
1999), Wu and Sitter (2001), Sitter and Wu (2002),
Kott (2006) etc. Kim and Park (2010) and Sérndal
(2007) provided comprehensive review on calibration
approach.

In many medium to large scale surveys, it is
very often the case that the sampling frame is often
unavailable or it could be too expensive to construct
one. Also, the population could be spread over a
wide area entailing very high operational expenses
for personal interviews and supervisions. Two stage
sampling serves as a solution in such situations where
groups of elements, called primary stage units (PSU),
are selected first and, then, a sample of elements,
called secondary stage units (SSU), are selected
from each selected PSU. For example, in agricultural
surveys, villages can be selected as PSU and farmers
can be selected as SSU. Estimation of the population
parameters in two stage sampling using auxiliary
information has been well addressed in survey sampling.
Sukhatme et al. (1984) suggested regression estimator
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of the population mean in two-stage sampling. Sérndal
et al. (1992) considered three different situations with
respect to availability of complex auxiliary variable
under two stage sampling and discussed extensively on
ratio and regression estimators under such situations.
Aditya et al. (2016a, 2016b) and Mourya et al. (2016)
extended the calibration estimation under different
cases of availability of complex auxiliary information
under two stage sampling. Sinha et al. (2016) proposed
calibration estimators for estimating population
mean under stratified sampling and stratified double
sampling. Aditya et al. (2017) attempted to use
calibration approach for estimation of crop yields
at the district level under two-stage sampling. Basak
et al. (2017) proposed a calibration estimator of finite
population regression coefficient under two-stage
sampling design. Veronica et al. (2018) considered
computation of calibration weights at both the first
and second stages of sample selection for estimation
of population mean by assuming the population means
of auxiliary variables are known at both the stages of
sample selection under equal probability two-stage
sampling.

It was observed that most of the work related
to calibration estimation for the finite population
parameters were mostly restricted with the assumption
of linear relationship between the study variable and
the auxiliary variable. There may be situations when it
can be seen that the study variable is inversely related to
the auxiliary variable. For instance, an inverse relation,
generally, exists between the age of individuals and
hours of sleep (Sud et al., 2014a). Again, in household
surveys, it is often the case that marketable surplus
is inversely related to family consumption for seed,
feed etc. In these situations, the product estimator,
proposed by Murthy (1964), is a feasible alternative.
In that situation the usual methodology for calibration
estimation may not fit in. Sud et al. (2014a, 2014b)
studied the calibration approach for estimation of
population total when variable of interest and auxiliary
information have inverse relation under uni-stage
equal probability sampling. However, multi-stage
designs are most prevalent in medium to large scale
surveys. Therefore, in this present study, an attempt has
been made to develop calibration estimators of finite
population total under two stage sampling when study
variable is inversely related to the auxiliary variable.

In Section 2, proposed product type calibration
estimators of finite population total under two stage
sampling has been discussed. In order to study the
statistical properties of proposed estimators empirically,
asimulation study was carried out. Details of simulation
study and discussion on simulation results are given
in Section 3 and 4 respectively. Section 5 comprises
concluding remarks.

2. PROPOSED CALIBRATION
ESTIMATORS UNDER TWO STAGE
SAMPLING DESIGN

In this section, two different calibration estimates
are proposed under two stage sampling design under
the assumption that available auxiliary information is
inversely related to the study variable. The proposed
estimators were developed with the assumption of
availability of auxiliary information at SSU level under
two stage sampling. Let, U be the finite population
under consideration and Y be the character under
study. U is grouped into N different PSUs such that

Ur ={L,...,i,...,N} and i PSU consists of M; SSUs
such that U; = {1,...,k,...,Ml-} , i€Uy. Thus, we have
N . .
U= Ui:lU ; and total number of SSUs in the population
Uis My = ZZIM i . Under two stage sampling, at stage
one, a sample of PSUs, ST, of size n PSUs is selected
from Uj according to a specified design Pj () with
mp; =P(iesy) and 7f;; =P,/ €57) as the inclusion
probabilities at the PSU level. Given that the PSU U; is
selected at the first stage, a sample S; of size m; SSUs is
drawn from U; according tosome specified design 2; ()
with inclusion probabilities 7f/; =P(k€s;/iesy)
and 7x/; = P(k,l €s;/i€sy) at the SSU level. In the
second stage of sampling, invariance and independence
property is followed. The entire sample of elements is
Sy
defined as, s = US,- . Let, Yik denotes the observation
i=l1
of the study variable from " SSU in /™ PSU and it
is observed for all kes. The parameter of interest
N M; N
is the populatlon total 7 —ZZM Dty , where
i=lk=1 i=1

z Vik = 1" " PSU total. An attempt has been made

k=1
to improve the ordinary Horvitz-Thompson (1952)
estimator for population total as given by
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:zzl:aikyik (2.1)

i=lk=1

A n mi
Iyn :Zaﬁ Z (ax/ivik)
k=1

i=l1
where, the design weights are given as

a]i=l/TE]l~,ViES]’ ak/i=1/nk/i,Vk€Si,

iesy and ik =aj-ag/;.

Under two stage sampling design, the complex
auxiliary information may be available for the PSUs
as well as the SSUs within the PSUs (Sérndal et al.,
1992). In the present study, as per availability of
complex auxiliary information at the ultimate stage
units following two cases have been considered under
two stage sampling design

Case 1: Population level complete auxiliary
information is available at the SSU level.

Case 2: Population level auxiliary information is
available only for the selected PSUs.

2.1 Case 1: Population level complete auxiliary
information is available at SSU level

Under this case, it has been assumed that population
level complete auxiliary information is available at the
unit (SSU) level i.e. the auxiliary information of Km
SSU in ™ PSU, Xk , is known for all elements k€U .

N M;
A correct value of z Z X k is assumed to be known.

i=lk=1
In addition, there exist an inverse relationship between

the study variable Y and the auxiliary variable X.
Using the well-known Calibration Approach
(Deville and Sarndal, 1992), we wish to modify the total
design weight of K SSU of i™ PSU, i.e. . =ar.ay/;,
as given in the HT estimator of population total in
Equation 2.1. The proposed product type calibration
estimator of population total under Case 1 is given by

A I’l mi
tycpl = Z Z Wik Vik

i=lk=l1
where, Wi is the calibrated weight corresponding

2.1.1)

to the design weight @t under Case 1.
In order to obtain the calibrated weight Wy ,

we minimized the Chi-square type distance
n & (wiik —aie )’
DY "1 subject to the calibration
i=lk=1 Ak ik

n m; ! N M; !
constraint Zzwl,-kxl}( =zzxi7€ , where

i=lk=1 i=lk=l

ik are suitably chosen constants. Using the
method of Lagrange multiplier by minirnizing

o 2)= 3 3 k) ) 23 g ZZX

i—1k=1 “ik9ik i=1k=1 i=1k=1

the calibrated weights are obtained as given by

N M; q n m; 4
Zlek —ZZaikxik
-1| i=lk=1 i=lk=1

Wik = @ik + Ak qif Xy - )
n

l
D aiqix x,}z

i=lk=1
Vk=1,2,...,mi and Vi:1:2,",n (212)
Using the results of the Equation (2.1.2) in (2.1.1)

considering 9ik = *ik , we have therefore proved the
following result.

Theorem 1: Under Case 1 of two stage sampling,
if we consider the calibrated design weights as

N M; : n m .
ik =aik| 2D | 2,2 iy |\ Vh=12,m;,
i=lk=1 i=lk=1

then the proposed product type calibration estimator of
population total is given as

A n mi
tycpl = Z Z Wik Yik

i=lk=1

n m; N M; 1 n m; !
=| 2 D @ik | 222 | )| 2 2 ay |- (2.1.3)

i=lk=1 i=lk=1 i=lk=l1

Corollary 1: Under an equal probability without
replacement sampling design (Simple Random
Sampling without replacement (SRSWOR)) at both
the stages of two stage sampling, the proposed product
type calibration estimator under Case 1 reduces to

B R B2

i=1 " =1
(2.1.4)
The theoretical bias of the proposed product type

calibration estimator fyCPl is obtained through Taylor
series linearization technique as
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N M; n nom; B
2> vy | Cov Zzam ZZ%km VI 22 iy
_ i=lk=1 i=lk=1 i=1k=1 i=lk=1
3 { 5 Z Vik DI
i=lk=1 k=1k=1 i=lk=1
(2.1.5)

Under SRSWOR at both the stages we obtain the
bias using Taylor series linearization as given by

. 11
Bias(iycpy) =1, K;_Wj ( PCiyCix + C2. ) n

I(_
;(pwcwycwx +Cvzvx ):| (2.1.6)

where,
2
S 2
s Shxy Cg by 13 _ Sy
—_ 9 —_ b x _2 b
D XN,

wa§wy N N
XN _FZMIXI’ N.:_ZMzYz’
i=1 i=1
— 1 Mi _ 1 Mi
Xi, =Ek:1xika i Ek_lyik,
1 X _ _
bxy_N 12( 171 _YN)(MIXI _XN )9
i=l1
1 N — - \2
Slgy_N IZ( ll_YN)s
i

LT k=1
2 & =2
Slx_Ml_IkZ::l( lk_Xl>

Usual product estimator under Case 1 of two stage
sampling considering SRSWOR at both the stages is
given by

fypr = Z sz Z szk

Mi k=1 Mi k=1

N M;
2 2 ik

k=1k=1
(2.1.7)

and, its bias is given as
LA 1 1 1_
Bias(ty,p1) =1y, W N PbChyChx +;pwcwycwx

(2.1.8)

It has been found that under SRSWOR at both the
stages of a two stage sampling design under Case 1,

product estimator (fypl) is better than usual HT

. a . Cﬂ < _l D. Cﬂ < _l
estimator (tyzr) if Pb Cor 2 and Pw Cow 2
Under these conditions in two stage sampling design,

1t can be seen that
‘Bias(tycpl)‘ < ‘Bias(typl)‘ )

Following Deville and Sérndal (1992) and Sarndal
et al. (1992), the approximate variance of the proposed
product type calibration estimator under Case 1 by
first order Taylor series linearization technique was
obtained as

g
il —j1

AV (iycpr) = ZZ% o
i= 1] 1 Tl i

> L ZZA

i=1 i f=11=1

Eyi El/z
” k/i 7

(2.1.9)

where,

ZEk/z > Eryi = J’tk_[zzylk szzk ]x
i=lk=1 i=lk=1
Aiij =R lij =ZH7l) - Mgy =7 = Th iy

Under SRSWOR design at both the stages the
approximate variance reduces to
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A B 1 2.2
AV(tycpl) =N (;_FJ(SIJ)/ Rl be—l —2R1Sbyx_1 j-‘r—

_z ( ](S2+R2S2 ~2R;S, ,1)

l

(2.1.10)

where,

N M;
=22 v

i=lk=1

N M; 1
szik )

i=lk=l

1 -1
e =2 2w X =—2M X
L k=1 i=l1
N
1 _
byx ‘mizl(Msz Ty )(MiXyi. = Xnn.)
52 N(M~X -X, )2
! li71 i*(-Di. ~2(-1N.) >
M.
1 ! =\ -1 =
iyxil :Mi _IZ(yik _Yi-)(xik _X(*l)i-)’

2 T 2
§2 - (x.— X, ) .
2 s T

[29

Following Sérndal et al. (1992), the Yates—Grundy
form of estimator of variance (Yates and Grundy, 1953)
of the proposed product type calibration estimator
under Case 1 is given by

L2
VYG(tyCP1)— szlz [ ' ”[J +
j

zl]l

_Z P szkm(%kek/z wiireri)*
=171 j=17=1

(2.1.11)

where,

N,
By = z R
ke=1""k/i

n U L 1]
i = Yik — ZzaikYik ZZaikxi} xi;c,

i=lk=1 i=lk=1

(mpzp — i) T — .
A (/K dyg; = KLU TR

d[z
/ T lij Tkl /i

Under SRSWOR design at both the stages the

estimator of variance reduces to

57 _v2(L_1)\(c2 , p2g2
V(tycpl)—N [n NJ(Sby-'_Rl Sb 2R1S _1)-1-

n
My M| -Lom (54 22 <288, )
ni m;  M; ix

1

(2.1.12)
where,
N M, S
zm zyzk ;Z;’Zml ’
i=1 "t k=1 i=1 "t k=1
. 1 & _ 2
be_l :ﬁZ;(Mix(—l)zZ _x(—l)n.) ,
A2 n
Sbyzn_ Z](M’y’ n)s
l:
. 1 &
byx" ZHE(MU’L _)’n.)<Mix(71)i. —x(,l)n,),
Sly_ 12(3’1[( yl) 5
7=l
.
9 1 <hy _ 2
ix! _mi lg(xik X l)i') ’
. R
— l_lg(nk yz)( — (- l)z)
1 U 1
] =—Zy,k, Yn. =_ZM1.V1 > x( Di. = x;{ >
i =) i=1 i k=1
X(-Dn. = ZM X(-1yi.

2.2 Case 2: Population level auxiliary information
is available only for the selected PSUs

In this case, it has been assumed that the population
level auxiliary information is available at the SSU level
only for the selected PSUs i.e. the auxiliary information
is known for all the SSUs within the PSU i€s;. The

M;
correct value of Z xl.jcl is assumed to be available for
k=1

each /™ sampled PSU. Suppose, there exist inverse
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relationship between the study variable Y and the
auxiliary variable X. Using well-known Calibration
Approach (Deville and Sarndal, 1992), the design
weight at the second stage dk/; has been revised.
The proposed product type calibration estimator of
population total under Case 2 is given by

m;
tycp2 :Z;ankzlwzikyik (2.2.1)
1= =

where, wyji is the calibrated weight corresponding
to the design weight ak/; .

In this situation, we minimized the Chi-square

w a
type distance function ZM—M) subject to

=1 Yk/idik

ZWsz x,k lek , where gk are suitably chosen
k=1 k=1

constants. Using Lagrange multiplier technique, by
minimizing

i (whip —a
ol )= S ol
k=1 ki 9ik

i -1
Z Wik X = DX
k=1

the new set of calibrated Welghts is obtained as

M;
xlk Zak/l lk
Wik =4k /i t /i qth,kl k= 1mi
Zak/iql'kxif
k=1

Vk=12..,m (2.2.2)

Using the results of the Equation (2.2.2) in (2.2.1)
considering ¢k = Xjk, we have therefore proved the
following result.

Theorem 2: Under Case 2 of two stage sampling,
if we consider the calibrated design weights as

M,
W2ik:ak/i{ X /zak/,xk] Vk=12..,m
k=1

then the proposed product type calibration estimator of
population total is given as

1
Lycp2 = Zdﬁ z Wik Vik
i=l k=l

M;
-1
i D agivik X
k=1 i=1
S
i=1 - -1
Z“k/ ik
i=l1

Corollary 2: Under SRSWOR at both the stages
of two stage sampling, the proposed product type
calibration estimator under Case 2 reduces to

fyep2 =—Z, {ml kzlyzk][ ixzk J/[Z;éxﬁcl] '

(2.2.4)

Using Taylor series linearization technique, its bias
is obtained as

(2.2.3)

o 1 2
Bias(t,cpp) =ty { ;(pwcwycwx +Cix )} (2.2.5)

where, the terms are as defined in Case 1 (Eqn.
2.1.6).

Usual product estimator under Case 2 of two stage
sampling with SRSWOR at both the stages is given by

{zz [iguel gt

i=1k=1
(2.2.6)
and, using Taylor series linearization technique, its
bias is given by
. oA 1 _
Bias(t,py)=t, [ ;pWCwwax} (2.2.7)

It has been found that under SRSWOR at both
the stages of two stage sampling design under Case

2, product estimator (fypz) is better than usual HT

C

s owy 1 . .
—_ < —_—
estimator ( y,,) if Pw Coux 5 Under this condition

in two stage sampling design, it can be seen that
‘Bias(lycpz )‘ < ‘Bias(typz )‘ .

Following Sarndal et al. (1992) the approximate
variance of the proposed product type calibration
estimator under Case 2 by first order Taylor series
linearization technique was obtained as
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tE»
2
AV (iycpr) = ZZ% p—
i=1j=1

S LSS g

i=1 i f=11=1 " mg

Tri 7Z'IJ

(2.2.8)

where,

M.
. -1
E, =2Ek/i , Ersi =ik _Rixik 5.
k=1

Mi Mi 1
Ri=| > vik X |
i=1 i=1

Under SRSWOR design at both the stages, it
reduces to

5 _a2(1 132
AV(tycpz)—N (n N)Sby-‘r

—Z (_——J{S2+R2S2 ~2R;S, ,1}
M iyx

1

(2.2.9)

where, the terms are as defined in Case 1 (Eqn.
2.1.6 and 2.1.10).

The Yates—Grundy form of estimator of variance of
the proposed product type calibration estimator under
Case 2 is given by

. 2
tE-
1 2

VYG(tyCPz)— E > d]ij{_z - ”] ] +

11]1 i I

5 Z Z zdkl/z (Waiker /i —wairer)i)?

J =1 i j=11=1
(2.2.10)

where,

n;
Z ”k/z

;i 7
5 -1
R; {z ak/iyikJ/[zak/ixik ]
k=1 i=1

dj =(wmy —7p;) /7 and

51
, €k/i = Vik — Rix;

digti =(7psimisi = 7w i) 7w -

Under SRSWOR design at both the stages it
reduces to

—ZRS 71}

(2.2.11)

where, the terms are as defined in Case 1 (Eqn.
2.1.12).

3. SIMULATION STUDY

In order to evaluate the statistical performance
of proposed product type calibration estimators, a
simulation study was carried out. We have considered
the case of two stage sampling where sample
selection at each stage is governed by SRSWOR
for the situation that the size of the PSU and the
corresponding SSUs were fixed. For the simulation
study, a finite population of 5000 units considering,
number of PSU, N=50 and PSU size, M=100, was
=px.' +e,, k=1,..,M,,

generated from Y, where

My= Zi]\ilM ; - The auxiliary variable was generated

from normal distribution with mean 5 and variance
1 ie xx~N(5, 1) and the errors, ¢, kK = 1,.., M,
from normal distribution with mean 0 and variance
ie. er ~N(0, szlzl)- We have fixed the

value of B = 20 and chosen four different values for

2 -1
ooXy

o? as 0.25, 1.0, 2.0 and 5.0. In this way, we generated
four sets of population, denoted as Set 1, Set 2, Set 3
and Set 4, with different correlation coefficient values
between study variable Y and auxiliary variable X as
-0.91, -0.85, -0.78 and -0.64 respectively. The value
of left hand side of the Condition 1 and Condition 2

i P be<—1 d o _Cwy<__ 1 h
1.€C. A Cbx ) an WCWX 2 are lesser than

-0.5 in all the population sets which can be seen in the
following table:

Set Set 1 Set 2 Set 3 Set 4
Condition 1 -1.1 -1.17 -1.23 -1.34
Condition 2 -1.11 -1.1 -1.1 -1.08

Then, from each of the study population sets, we
have selected a total of 10000 different samples of
following sizes using SRSWOR at both the stages of
the two stage sampling design and calculated different
estimates of population total under Case 1 and 2:
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n =10, m; =20
n =10, m; =25

n =15, m; =25
n=15,m; =30

n =20, m=30
n =20, m=40

n =25, m=40
n =25, m=50

Developed product type calibration estimators
as well as all other usual estimators of population
total under two stage sampling were evaluated on the
basis of two measures viz. percentage Relative Bias
(%RB) and percentage Relative Root Mean Squared
Error (%RRMSE) of any estimator of the population
parameter 0 as given by

o IN(6.-06
RB(H):SZ[ ’g JXIOO and

i=1

A 2
TN 0.-0
RRMSE(0)=,|— ——— | x100
0)=\I5 Z( 5 ]
where, 19: are the estimates of population parameter
6 for the character under study obtained at i"™ sample in
the simulation study.

4. RESULTS AND DISCUSSION

Table 1 shows the %RB of the HT estimators (fyn ),
product estimators (f yp1 and ¢ yP2 ), ratio estimators
(tle and 1yR2 ), linear regression estimators (tylrl

and ;ylr2) (as in Sérndal et al., (1992), pp-323) and
propoged product type calibration estimators (¢y,cp]
and ?,cp2) of population total under both the

Case 1 and 2 respectively when available auxiliary
variable is inversely related with the study variable.
Table 2 presents comparison of performance of all the
estimators for all the population Sets on the basis of
%RRMSE.

From Table 1 it can be seen that, the proposed
product type calibration estimators of the population
total for both the Case 1 and 2 of availability of
auxiliary information were giving consistently least
amount %RB in all the sets compared to their usual
linear regression, product, ratio and HT estimators
under two stage sampling design when available
auxiliary variable is inversely related with the study
variable. It is evident that ratio estimator is not at all
suitable for this situation.

A close look of Table 2 reveals that, the product
type calibration estimators of the population total
developed under two stage sampling design under
Case 1 and 2 were always more efficient than the
respective linear regression, product, ratio and HT

estimators in all the population sets with respect
to %RRMSE. The %RRMSE of both the proposed
product type calibration estimators of the population
total under Case 1 and 2 were decreasing with the
increase of sample sizes. With the increase of negative
correlation between the study and auxiliary variable,
%RRMSE of both the proposed product type calibration
estimators of the population total under Case 1 and 2
were decreasing. The proposed product type calibration
estimators of the population total developed under
Case 1 of two stage sampling design was producing
least % RRMSE in all Sets. Therefore, for the situations
of availability of population level complete auxiliary
information at SSU level i.e. Case 1, performance of
the proposed product type calibration estimator is best
among all other competitors. On the other hand, for
more practical situation of availability of population
level auxiliary information only for selected PSUs i.e.
Case 2, proposed product type calibration estimator
can be preferred over usual HT, product and linear
regression estimators of population total.

5. CONCLUSIONS

In this study, following the calibration approach
(Deville and Sirndal, 1992), we proposed product
type calibration estimators of the finite population total
under two stage sampling design when the available
auxiliary variable is inversely related to the study
variable. Here, two different cases under two stage
sampling viz. “Case 1: population level complete
auxiliary information is available at the SSU level”
and “Case 2: population level auxiliary information
is available only for the selected PSUs” have been
considered. In order to study the statistical performance
of proposed product type calibration estimators as
compared to existing estimators of population total
of study variable, a simulation study was carried out.
The simulation results show that the proposed product
type calibration estimator of the population total were
performing better than usual linear regression, product
and HT estimators under two stage sampling design
when available auxiliary variable is inversely related
with the study variable. The proposed product type
calibration estimators of the population total developed
under Case 1 performs better than that of Case 2, since
more auxiliary information was available under Case 1.
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Table 1. Comparison of all the estimators under Case 1 and 2 with respect to %RB in case of all four population
sets when available auxiliary variable is inversely related with the study variable

Case 1 Case 2
Sample Size 2
Set (n m:) e | g ; i ; ; i i ;

n_m; yCP1 yP1 yirl yR1 yCP2 yP2 yir2 yR2

Set 1 10 20 -0.016 0.001 -0.026 -0.057 0.013 -0.005 -0.029 -0.058 0.014
(p=-0.91) 10 25 0.015 -0.001 -0.011 -0.035 0.055 0.000 -0.009 -0.031 0.050
15 25 0.000 0.002 -0.009 -0.024 0.019 0.000 -0.006 -0.020 0.015

15 30 -0.005 0.002 -0.015 -0.026 0.012 0.002 -0.011 -0.021 0.007

20 30 0.013 -0.001 -0.005 -0.016 0.037 0.001 -0.003 -0.013 0.034

20 40 0.010 0.003 0.000 -0.007 0.024 0.006 0.003 -0.003 0.020

25 40 -0.001 -0.001 -0.008 -0.013 0.009 -0.009 -0.013 -0.018 0.013

25 50 -0.007 -0.002 -0.005 -0.008 -0.007 -0.007 -0.009 -0.012 -0.004

Set 2 10 20 -0.004 0.001 -0.024 -0.054 0.034 0.006 -0.016 -0.044 0.024
(p=-0.85) 10 25 0.006 0.000 -0.018 -0.041 0.044 -0.006 -0.020 -0.042 0.042
15 25 -0.026 -0.011 -0.025 -0.039 -0.018 -0.011 -0.026 -0.039 -0.018

15 30 -0.015 -0.004 -0.020 -0.030 -0.002 -0.009 -0.021 -0.032 -0.002

20 30 -0.024 -0.006 -0.019 -0.026 -0.024 -0.004 -0.017 -0.024 -0.026

20 40 0.003 0.001 -0.008 -0.014 0.019 -0.003 -0.009 -0.015 0.019

25 40 0.024 0.003 0.001 -0.006 0.050 0.003 0.002 -0.005 0.048

25 50 -0.010 -0.001 -0.004 -0.007 -0.012 -0.002 -0.006 -0.008 -0.012
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Set 3 1020 -0.014 -0.005 -0.022 -0.047 0.012 -0.011 -0.023 -0.047 0.011
(p=-0.78) 10 25 -0.008 0.000 -0.023 -0.044 0.021 0.000 -0.019 -0.039 0.015
15 25 0.016 0.000 -0.010 -0.027 0.052 0.001 -0.007 -0.022 0.047

15 30 -0.001 0.006 -0.003 -0.013 0.009 0.006 0.001 -0.009 0.004

20 30 -0.011 -0.015 -0.019 -0.029 0.002 -0.014 -0.020 -0.029 0.002

20 40 -0.008 0.004 -0.004 -0.008 -0.009 0.000 -0.007 -0.011 -0.007

25 40 0.004 0.004 0.001 -0.003 0.009 0.002 0.000 -0.004 0.010

25 50 -0.001 -0.005 -0.008 -0.011 0.007 -0.002 -0.005 -0.007 0.004

Set 4 10 20 0.005 0.002 -0.021 -0.049 0.048 0.007 -0.017 -0.043 0.042
(p=-0.64) 10 25 0.031 0.030 0.016 -0.003 0.061 0.031 0.020 0.003 0.054
15 25 -0.014 -0.014 -0.023 -0.036 0.005 -0.018 -0.023 -0.036 0.004

15 30 0.018 0.016 0.003 -0.008 0.041 0.012 0.004 -0.007 0.039

20 30 -0.007 -0.014 -0.017 -0.025 0.009 -0.019 -0.023 -0.031 0.014

20 40 -0.008 -0.007 -0.013 -0.018 0.001 -0.009 -0.012 -0.017 0.000

25 40 0.006 -0.003 -0.007 -0.012 0.022 -0.002 -0.005 -0.009 0.018

25 50 -0.008 -0.010 -0.011 -0.014 -0.003 -0.011 -0.011 -0.014 -0.003

Table 2. Comparison of all the estimators under Case 1 and 2 with respect to %RRMSE in case of all four population sets of all the
estimators when available auxiliary variable is inversely related with the study variable

Case 1 Case 2

Set Sample Size i‘yﬁ N R R N N " R "
(n_m,-) tyCPl tyPl tylrl tle tyCPZ tyPZ tyer tyRZ
Set 1 10 20 1.677 0377 0.726 0.714 2.975 0.690 0.899 0.890 2.841
(p=-0.91) 10 25 1.469 0.333 0.638 0.630 2613 0.677 0.827 0.819 2.461
15 25 1.199 0.271 0.524 0.513 2.112 0.521 0.659 0.651 2.011
15 30 1.059 0.246 0.466 0.457 1.873 0.516 0.619 0.613 1.750
20 30 0.921 0.212 0.404 0.395 1.626 0.420 0.522 0.516 1.535
20 40 0.770 0.176 0.343 0.336 1.355 0.401 0.473 0.469 1.246
25 40 0.663 0.154 0.299 0.294 1.170 0.332 0.399 0.397 1.091
25 50 0.576 0.133 0.258 0.253 1.013 0322 0.369 0.365 0.917
Set 2 10 20 1.781 0.755 0.967 0.958 3.002 0.971 1.116 1111 2.876
(p=-0.85) 10 25 1.562 0.668 0.848 0.841 2.639 0.892 1.011 1.006 2.486
15 25 1.260 0.536 0.682 0.676 2.128 0.708 0.804 0.801 2,018
15 30 1.139 0.485 0.615 0.610 1.931 0.666 0.746 0.744 1.812
20 30 0.983 0.420 0.537 0.532 1.656 0.556 0.635 0.633 1.567
20 40 0.829 0.356 0.454 0.448 1.392 0.518 0.574 0.572 1.279
25 40 0.716 0.307 0.389 0.385 1.209 0.429 0.478 0.476 1.128
25 50 0.620 0.267 0.337 0.333 1.045 0.398 0.434 0.432 0.949
Set 3 10 20 1.907 1.081 1.220 1215 3.048 1.229 1343 1.341 2.924
(p=-0.78) 10 25 1.708 0.954 1.076 1.071 2.744 1.131 1218 1217 2.601
15 25 1372 0.763 0.864 0.860 2.209 0.888 0.964 0.961 2.102
15 30 1.246 0.700 0.794 0.789 1.990 0.840 0.909 0.908 1.869
20 30 1.073 0.588 0.667 0.662 1.731 0.696 0.751 0.749 1.644
20 40 0.894 0.497 0.561 0.557 1.439 0.621 0.664 0.663 1.329
25 40 0.787 0.435 0.493 0.489 1263 0.532 0.572 0.570 1.179
25 50 0.672 0.380 0.427 0.424 1.073 0.484 0.513 0.512 0.979
Set 4 10 20 2316 1.685 1.767 1.767 3.353 1.807 1.876 1.877 3.222
(p=-0.64) 10 25 2.063 1.510 1.576 1.574 2.982 1.635 1.690 1.690 2.840
15 25 1.665 1.220 1.286 1.284 2394 1314 1.366 1.366 2.288
15 30 1.505 1.090 1.143 1.139 2.177 1.192 1.239 1.237 2.055
20 30 1271 0.931 0.975 0.972 1.837 1.007 1.048 1.047 1.749
20 40 1.072 0.777 0.810 0.807 1.553 0.869 0.895 0.895 1.445
25 40 0.947 0.697 0.725 0.722 1364 0.767 0.789 0.788 1.283
25 50 0.822 0.603 0.626 0.623 1.180 0.679 0.699 0.698 1.084
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SUMMARY

Knowing the status of marine fish stock is of utmost importance to develop management strategies for sustainable harvest of marine fishery resources.
A widely accepted approach towards this is to derive sustainable harvest levels using time series data on fish catch and fishing effort based on fish
stock assessment models like Schaefer’s model that describe the biomass dynamics. In India, the marine fishery is of complex multi-species nature
where in different species are caught by a number of fishing gears and each gear harvests a number of species making it difficult to obtain the fishing
effort corresponding to each fish species. Since the capacity of the gears varies, the effort made to catch a resource cannot be considered as the sum
of efforts expended by different fishing gears. Hence, it demands the importance of effort standardisation for making use in stock assessment models.
This paper describes a methodology for the standardization of fishing efforts and assessing fish stock status using Bayesian state-space implementation
of the Schaefer production model (BSM). A Monte Carlo based method namely Catch-Maximum Sustainable Yield (CMSY), has also been used for
estimating fisheries reference points from landings and a proxy for biomass using resilience of the species. The procedure has been illustrated with
data on Indian mackerel (Rastrelliger Kanagurta) collected from the coastal state of Andhra Pradesh, India during 1997-2018. Maximum Sustainable
Yield (MSY) of Indian mackerel for Andhra Pradesh has been estimated. A comparison between both CMSY and BSM methods have been made and
found that the estimates are in close agreements.

Keywords: capture fisheries, stock assessment, Schaefer model, Monte Carlo method, CMSY, BSM.

1. INTRODUCTION

Knowing the status of marine stock is of utmost
importance to develop management strategies for
sustainable harvest of marine resources. Stock
assessment is the process of collecting, analysing and
reporting fish population information to determine
changes in the abundance of fishery stocks in response

deal with the entire stock, the entire fishing effort and
the total yield obtained from the stock. It is used to
determine the optimum level of effort that is the effort
that produces the maximum yield that can be sustained
without affecting the long-term productivity of the
stock, or the maximum sustainable yield (MSY).

Surplus production models assume that variation

to fishing and, to the extent possible, predict future
trends of stock abundance (Sparre and Venema, 1992).
In fisheries where there are no fishery-independent
measures of abundance, the commercial -catch
rate is commonly used as an abundance indicator
(Vivekanandan, 2005).

Surplus production models, introduced by (Graham,
1935) are commonly used for assessing the state of fish
stocks. These models view population as one unit of
biomass, with all individuals having the same growth
and mortality rates. The surplus production models

Corresponding author: Eldho Varghese
E-mail address: eldhoiasri@gmail.com

in population biomass results from increases due to
growth and reproduction, and decreases from natural
and fishing mortality. Surplus production models use
Catch-Per-Unit-Effort (CPUE) as input. The data,
which represent a time series of years, are usually
collected from commercial fishery. The model is based
on the assumption that the CPUE is proportional to
biomass of the fish in the sea.

Schaefer model is one of the most popular surplus
production model which gives by following equation:
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B
B. =B +rB[(l—7’)—Ct, C, =qE B,

where B,.; is the exploited biomass in the
subsequent year t+1, B, is the current biomass, 7 is the
intrinsic growth rate, k is the carrying capacity, C, is
the catch in the current year ¢, E, is the fishing effort
at time ¢ and ¢ is the catchability coefficient. Surplus
production models use CPUE as an index of biomass
(i.e., CPUE, =¢B,).

The above equation has been modified to account
for reduced recruitment at severely depleted stock
sizes, a linear decline of surplus production, which is
a function of recruitment, somatic growth and natural
mortality is incorporated if biomass falls below Y k
(Froese et al., 2017).

B B B
B, =B +4—L(1-—L)rB -C,, if —-<0.25
t+1 t k( k) t t f k

The term 4Bt/k assumes a linear decline of
recruitment below half of the biomass that is capable
of producing MSY.

A major challenge in fitting such a production
model is to find out CPUE, may be in terms of the units
operated or in terms of hours of operation/actual fishing
hours (AFH). As the fishing fleet is heterogeneous
in most of the cases, it is partitioned into boat-gear
categories in each of which the fishing units have
similar characteristics and performance. When it comes
to measure the combined effect of the fishing operations
of the entire fleet to the exploitation of a fish stock, it
becomes apparent that adding together effort exerted by
different boat-gear categories is not always meaningful
without first applying effort adjustment to increase its
comparability (Stamatopoulos and Abdallah, 2015).

Stock assessment of individual species becomes
difficult when a species is targeted by various gears and
each gear may harvest more than the species targeted.
Since the capacity of the gears vary and also each
gear may contain multiple species, the effort made to
catch a resource cannot be considered as the sum of
duration/units of operation of all the gears. Hence, the
problem of exploitation of the same stock by gears
with different efficiencies has to be addressed. There
are several techniques for dealing with such situations,
the most commonly used one is the standardization of
fishing effort. There is a lot of literature available on
the standardization of the fishing effort. These methods

deeply depend on characteristics of the gear being
operated and the availability of the information.

Hilborn and Walters (1992) proposed the use of
Generalized Linear Models (GLM) for standardization
of fishing effort. Rochman et al. (2017) attempted to
standardize CPUE to estimate relative abundance
indices based on the Indonesian longline dataset time
series using GLM with Tweedie distribution. Daniel
et al. (2016) gave a method named multi-gear mean
standardization (MGMS) which combining catch per
unit effort data that standardizes catch per unit effort
data across gear types. Setyadji et al. (2018) used GLM
to standardize CPUE and to estimate relative abundance
indices based on the Indonesian longline dataset. Six
GLM models were considered viz., negative binomial,
zero inflated Poisson, zero-inflated negative binomial,
Poisson hurdle, and negative binomial hurdle models.
AIC and BIC were used to select the best models among
all those evaluated.

In the literature cited above, either CPUE or
effort exerted to a catch particular fish or vessel/
gear characteristics available. A methodology for
the standardization of fishing effort is to be required
when one has to estimate the effort exerted to catch a
particular species from the total effort hence it demands
the importance of effort standardisation for making
use in stock assessment models. Here, an attempt has
been made to develop a methodology to standardize
the fishing effort and further to arrive at MSY using
Bayesian approach. A Monte Carlo method has also
been used to obtain the MSY when a measure of fishing
effort is not available. This is done by making use of
the species resilience to derive a quantitative measure
of productivity.

2. COMPUTATIONAL STEPS FOR EFFORT
STANDARDIZATION

This method of standardization requires the
species catch, total catch and total fishing effort. Let
Y, represents the catch of Kt species (k=1,2,...,s) from
" (i=1,2,...,g) gear at thejth (=1,2,...,t) time point (say
year) and corresponding effort is expressed as X;.

To calculate the component of standardized fishing
effort for the species corresponding to each gear, the
proportion of catch in the total catch by each gear
for each year and a weighing factor for each gear is
required. Following is the step-wise procedure of effort
standardisation:
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Y.
Step1: Calculate P, ik .whereY, Z

ijk "
Step 2: Obtain the mean and variance of P for
each gear and for each species

— 2 :] \ D )2
B, __ZP and oy, ;Z;‘([—;]k B )

Step 3: Calculate weighting factor as
W, = and W, =

(05 +1)

The weighing factor is then adjusted for unit sum.
The decomposition of fishing effort for the species is
then obtained by multiplying the corresponding total
fishing effort for the gear in the year with the proportion
of the species for the year corresponding to the same
gear and the weighing factor.

Step 4: Obtain the standardized gear-wise fishing
effort as

E, =W/ xP, xX,

Here, the sum of all the gear efforts would give a
total effort. But, the efficiency of gears varies so also the
capability to catch in an hour which demands scaling
the fishing efforts into a single scale. Hence, it is better
to express all gears in terms of a single gear (may be
the least efficient or the most efficient) by deriving a
suitable multiplication factor for each fishing gear.

Step 5: Calculate the catch per unit effort (gear-
wise) as
Y. CPz
CP A and CPj = A
X.. t
i
The multiplication factor is CPj" = CPi
i
ﬁi'. is the least efficient or the most efficient gear

, Where

Step 6: Obtain the standardized fishing effort for
Kt species at jth time point as

&g -
;Eﬁk x CPyn

3. ASSESSMENT OF MARINE STOCK:
MONTE CARLO METHOD AND
BAYESIAN APPROACH

After obtaining the standardized fishing effort, may
be a proxy for CPUE, the stock assessment has been
made using the following approaches:

Case 1: when a measure of fishing effort is available

Case 2: when fishing effort is not available (data
poor situation)

Casel is based on the delay difference model to
describe nonlinear population dynamics. State—space
model allows incorporation of random errors in both
the biomass dynamics equations and the observations.
Because the biomass dynamics are nonlinear, the
common Kalman filter is generally not applicable for
parameter estimation. However, it is demonstrated by
(Miller and Meyer, 1998) that the Bayesian approach
can handle any form of nonlinear relationship in the
state and observation equations as well as realistic
distributional assumptions. Difficulties with posterior
calculations are overcome by the Gibbs sampler in
conjunction with the adaptive rejection Metropolis
sampling algorithm (Millar and Meyer, 1998; Froese
et al. 2017). This approach has been named as BSM
and fitted to catch and standardised fishing effort data.

CMSY estimates biomass, exploitation rate, MSY
and related fisheries reference points from catch data
and resilience of the species. A prior estimate for
biomass (B) relative to carrying capacity (k) i.e. B/k has
to be given. Next probable ranges for the maximum
intrinsic rate of population increase () and carrying
capacity (k) are given as inputs which then are filtered
with a Monte Carlo approach to detect ‘viable’ r-k
pairs. An R package named R2jags (Yu-Sung and
Masanao, 2015) was used for sampling the probability
distributions of the parameters with the Markov chain
Monte Carlo method. This package provides wrapper
functions to implement Bayesian analysis in JAGS
(Plummer, 2003). The convergence of MCMC model
is assessed using Rubin and Gelman Rhat statistics,
automatically running a MCMC model till it converges,
and implementing parallel processing (using doparallel
package in R) of a MCMC model for multiple chains.
The r-ranges for the species under assessment, the
proxies for resilience of the species as provided in
FishBase (Froese ef al., 2000; Froese and Pauly, 2015)
and then converted as given by Froese ef al. (2017).
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Even though we have the standardised fishing
effort, case 2 has been used to compare the estimate of
MSY and the model parameters.

Both the approaches were implemented using R
studio (https://www.rstudio.com/). The inputs of time
series of catch and information on species resilience are
required for running the code and generate the outputs.
In order to run the code, the R-libraries required are
R2jags, coda, lattice, parallel, foreach, doParallel, and

gplots.

4. DATA DESCRIPTION

Indian mackerel, Rastrelliger kanagurta, is an
important pelagic fish resource of Andhra Pradesh. The
resource is assumed to exist as a single stock along
the coastline of Andhra Pradesh (A.P.). The coastline
of Andhra Pradesh, which is 974 kilometers long is
spread over nine coastal districts viz., Srikakulam,
Vizianagaram, Visakhapatnam, East Godavari, West
Godavari, Krishna, Guntur, Prakasam and Nellore
(FRAD, 2018). Several gears have been found to
harvest mackerel almost throughout the year. Like any
other tropical pelagic fish, mackerel also exhibited
seasonal and annual fluctuations in landings.

Indian mackerel catches in A.P. have been reported
from various gears viz., mechanized gillnet (MGN),
non-mechanized gears (NM), outboard gillnet (OBGN),
outboard ringseine (OBRS), outboard trawlnet (OBTN)
and mechanized trawlnet including multiday trawlnet
(MTN) and some minor gears.

The mackerel landing was estimated from the
commercial landings along the coast of A.P. using
a scientifically planned sampling design based on
a stratified multi-stage random sampling technique
(Sukhatme, 1958 and Srinath ef al., 2005), where the
stratification is done over space and time. Time series
of catch and effort (in hours of operation) from 1997 to
2018 taken from National Marine Fishery Resources
Data Centre (NMFDC) of CMFRI, Kochi have been
used for the analysis. Standardised fishing effort has
been estimated using the proposed method.

5. RESULTS AND DISCUSSION

The annual landings of Indian mackerel in Andhra
Pradesh ranged from a low of 6418t (2007) to a high
of 55813t (2014) during the study period (Fig. 1a) with
an average annual landing of 20551t (SD = 10216).
Mackerel landings showed an increasing but variable

trend from 1997 onwards, reaching the peak in 2014 and
then showed a declining trend. Motorized ring seines
(OBRS) landed the highest quantity of Indian mackerel
along AP coast during the study period (Table 1).
Besides, the summary of fishing effort exerted by major
gears in terms of Actual Fishing Hours (in 1000 hrs)
has also been given in Table 1. MTN is the gear which
operated for a maximum of 3982 (SD = 1212) and
OBTN with minimum of 148 (SD = 104).

Table 1. Average landing (in tonnes) and Actual Fishing
Hours by each major gear

. AFH
Gears Mackerel Landing (t) (000 hrs)

MTN 6428, n=22 3982
(2827) (892)

MGN 1123, n=14 438
(1412) (338)

NM 5100, n=22 2565
(2711) (1212)

OBGN 4583, n=22 2125
(2311) (475)

OBRS 10135, n=10 184

(6545) (96)

OBTN 208, n=9 148
(456) (104)

n=number of years with mackerel catch; Standard
deviation in parenthesis
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Fig. 1a. Time series of Indian mackerel landings during 1997-2018
(Blue line is the three year moving average, maximum and
minimum landings are denoted with red dots)

The standardised fishing effort using the proposed
method during the study period indicated an increasing
trend with maximum fishing effort exerted in 2015
(Fig. 1b).
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Fig. 1b. Time series of standardised fishing effort during 1997-2018

Since mackerel landings during the initial and final
period of the time series are less, lower prior value for
B/k was thought to be reasonable. Thus the prior ranges
for B/k in the initial and final year were set to 0.2-0.6.
Since mackerel landings during the intermediate period
were high, the prior range for B/k was set to 0.5 - 0.9
for this period.

FishBase (Froese et al., 2000; Froese and Pauly,
2015) has provided the proxies for resilience of various
fish resources and used to set the prior r-ranges by
converting as (0.6 — 1.5 for High; 0.2 — 0.8 for Medium;
0.05 - 0.5 for Low and 0.015 — 0.1 for Very low) given
by Froese et al. (2017). Prior ranges for ¢ are obtained
as follows:

0.25r,, CPUE

mean
qlaw = C al’ld qlow = C

mean mean

mean

0.57,,,CPUE,

where ¢,,,, 1s the lower prior for the catchability
coefficient for stocks with high recent biomass, r;,,,, is

500
|

k
100 200

50

| | | T T 11
0.2 03 04 05 0.7 0.9

r

the geometric mean of the prior range for », CPUE,,.,,
is the mean of catch per unit effort over the last 5 or
10 years, and C,,,,, is the mean catch over the same
period. where g4, is the upper prior for the catchability
coefficient for stocks with high recent biomass, 7,4, is
the upper prior range for r. Prior ranges for », k and g are
0.2-0.9, 43.6-785 and 4.19¢-07 - 1.78e-06 respectively.

Once the prior values were given as inputs along
with the landings data, the next step in the analysis is to
search for viable r-k pairs (Fig.2). Grey colour indicates
the viable -k pairs that fulfilled the CMSY conditions.

The most probable -k pair is marked by the blue
cross, with indication of approximate 95% confidence
limits. The black dots show the estimates of the
BSM method, with the red cross indicating the 95%
confidence limits.

Here, the resilience range of » = 0.2 to 0.9 seems
to be meaningful as the points show convergence and
fewer viable -k combinations are found at the end
of the r range. It also showed a close agreement with
estimated 7-k by both the approaches.

Once the -k pair was selected the relative biomass
along with confidence limits was predicted by both
the CMSY and BSM method (Fig. 3). The bold curve
(blue colour) in Fig.3 is the relative biomass predicted
by CMSY, with confidence limits (dotted curves). The
normal curve (red colour) indicates CPUE scaled by
the catchability coefficient estimated by BSM. The
horizontal dashed line indicates biomass at MSY (Byy)
and the dotted line indicates half of B

msy-
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Fig. 2. Search for viable r-k pairs
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Fig. 3. Relative biomass

The relative biomass plot indicated that both in the
initial and final years the biomass in relation to carrying
capacity was low. This result follows based on the prior
estimates of B/k that we had given. The intervening
years showed a high relative biomass. The low relative
biomass could be a reflectance of the lower yields from
the fishery which was operating at lower fishing effort
during the initial years of the study period. From 2005
onwards the fishing effort has been steadily increasing
which has also resulted in higher landings since 2005.
During this period the relative biomass was above MSY
levels. However the relative biomass fell below MSY
by 2015 indicating that the stock of Indian mackerel
along AP coast is overfished. The overfished status of
Indian mackerel along AP coast is further highlighted in
the CMSY/BSM output showing catch relative to MSY
over biomass relative to unexploited stock size (Fig.4).
The red dots indicate estimates by BSM, and the blue
dots indicate estimates by CMSY. The indentation of
the parabolas below 0.25 & (half of By,,) results from
the inclusion of a stock—recruitment model which
assumes reduced recruitment at low stock sizes.

The points which are above the curve indicate
overfishing and shrinking of biomass and the points
below the curve indicate sustainable exploitation and
growth of the stock. Here, the points are clustered
around the equilibrium curve, thus giving confidence
in the assessment.

The estimates of MSY and model parameters along
with their confidence limits are shown in Table 2. It can
be seen from the table that the estimate of MSY is very
close by both the approaches with smaller confidence
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Relative biomass B/k

Fig. 4. The ratio of catch to MSY and relative biomass (B/k) over years

in case of BSM. As BSM takes into account of CPUE,
further management plans have been derived based on
the BSM results. The landings of Indian mackerel since
2016 has fallen below the estimated MSY.

Table 2. Estimates of MSY and model parameters along with
confidence limits

Parameters CMSY BSM
MSY 26500 26600
(19200 — 36400) (20900 - 33800)
r 0.616 0.623
(0.431-0.879) (0.457-0.848)
k 172000 171000
(102000-289000) (127000-229000)
Relative biomass in last 0.458 0.532
year (B2018/k) (0.214 - 0.596) (0.377 - 0.686)
Exploitation F/(r/2) in 0.815 0.7
last year (0.542 - 0.987)
q - 6.1e-07
(4.63e-07 - 8.03e-07)
By - 85300
(63500- 115000)
Fishing mortality (F,g) - 0.311
(0.229 - 0.424)
Fpsy in last year - 0.218
(0.169 - 0.307)

The plots of landings vs MSY and that of B/B,
(Fig. 5) also indicate the over-fished status of Indian
mackerel along AP coast during 2016 onwards. The
horizontal dashed line in first plot indicates MSY with
lower and upper confidence limit of MSY in grey colour.
The bold curve in second plot is the biomass predicted
by BSM, with confidence limits (grey colour). The
horizontal dashed line indicates B, and the dotted
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Fig. 5. Catch in comparison to MSY and (B/ B,,,,) over years

o _|
((e]
o _|
- ©
o
8 <
£ g4
<
L o |
[\] N
(@]
‘C_> _
O —_
[ [ [ [
2000 2005 2010 2015
yr
o
o -+ 1997
-O— 2013
0 | -/~ 2018
- 0O 50%C.l.
> =% Cll.
g o : @ 95%C..
M=
o ,
0
o %&—x
o |
° T T T

0.0 0.5 1.0 1.5 2.0
F / Fmsy

Fig. 6. Development of biomass and exploitation relative to By,
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Fig. 7. F/F, over time for Indian mackerel along AP coast

line indicates half of By,,. The solid line is just above
the B, line during the last two years indicating that
current biomass is slightly more than biomass at MSY.
Ideally this ratio should be as high as possible. Levels
near to 1 indicate that the biomass of the stock of Indian
mackerel along AP coast is just at the threshold of being
unhealthy.

The plots of current fishing mortality (F) in relation
to F at MSY (F,,) (Fig. 6 and 7) indicated that the
current fishing mortality is lower than fishing mortality
at MSY. However, since current biomass is almost the
same level as By, the stock can be thought to be almost
at the edge of unsustainable fishing.

Thus from the above results it can be inferred that
the rate of exploitation has been highly fluctuating
over period. The current level of exploitation is low
as compared to earlier years. Biomass which had been
high in intermediate years has declined beyond 2016
due to high exploitation in the intermediate years. The
present scenario indicates that a management plan
for Indian mackerel along A.P. is needed to ensure its
sustainable utilization and that the confidence limit of
MSY can serve as guidance for fixing catch limits.

6. CONCLUSIONS

Stock assessment of individual species becomes
difficult when a species is targeted by various gears and
each gear may harvest more than the species targeted.
Since the capacity of the gears vary and also each gear
may contain multiple species, the effort made to catch
a resource cannot be considered as the sum of duration
of operation of all the gears. Here, a new methodology
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for the standardization of fishing efforts and assessing
the stock status of Indian Mackerel (Rastrelliger
kanagurta) using Bayesian state-space implementation
of the Schaefer production model has been discussed. A
Monte Carlo method for estimating fisheries reference
points from catch using species resilience has also used
to assess the stock status in the absence of biomass/
CPUE.
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SUMMARY

The study of optimal design for covariate models in CRD set-up was initiated by Troya (1982a, 1982b). Das et al. (2003) followed up the study and
extended for RBD set-up. Recently Das et al. (2015) published a book on ‘Optimal Covariate Designs’. In the present study, one new series of global
optimal covariate designs in CRD set-up and two new series in RBD set-up have been developed. The new OCDs in CRD or RBD designs require
only two Hadamard matrices of order 2 and 4. The developed global optimal covariate designs in CRD set-up have v (=0; mod 4 or =2; mod 4) number
of treatments, and the developed first series of global optimal covariate designs in RBD set-up have the treatment number v (=0; mod 4) for any even
number of replications or blocks, b and do not dependent on the existence of H, and H;,. The second series of global optimal covariate designs in RBD
set-up require only the existence of H,. The paper is enriched with examples of optimal covariates. All the developed optimal covariate designs in the

present article are not available in the existing literature.

Keywords: ANCOVA, Hadamard Matrix, Optimal Covariate Design (OCD), CRD, RBD.

1. INTRODUCTION

Analysis of Covariance or ‘ANCOVA’is a known
method by which the error affecting the treatment
comparisons may be minimized. The experimental
results can be improved by suitably classifying or
reclassifying the existing experimental units through a
study of the associated covariates or by first suitably
choosing the covariate values from a larger lot and then
identifying the associated experimental units from a
larger pool. The choice or selection of experimental
units with suitably defined values of the covariates for
a particular design set-up so as to attain the minimum
variance or maximum precision for estimating the
regression parameters has fascinated the interest of
statisticians for the last three decades or a little more.
Several authors, like Harville (1974, 1975), Haggstrom
(1975) and Wu (1981) had studied the ANCOVA
models on the problems of inference on varietal
contrasts corresponding to qualitative factors. But the

Corresponding author: Hiranmoy Das
E-mail address: hiranmoydas.stat@gmail.com

problem of determining the optimum designs for the
estimation of regression parameters corresponding
to controllable covariates was not a topic of research
for many years. Troya (1982a and 1982b) was the
pioneer in history in the topic of optimal covariate
designs (OCDs) but she restricted to only Completely
Randomized Design (CRD) set-up. After a long gap,
Das et al. (2003) extended the work on OCDs to the
block design set-up, viz., Randomized Block Design
(RBD) and some series of Balanced Incomplete Block
Design (BIBD). They also constructed OCDs for the
estimation of covariate parameters. Rao et al. (2003)
also revisited the problem in CRD and RBD set-ups.
They identified that the solutions of construction of
OCDs by using Mixed Orthogonal Arrays (MOAs) and
thereby giving further insights and some new solutions.
Dutta (2004) developed OCDs for BIBDs obtained
through Bose’s Difference Technique. He utilized
conveniently different combinatorial arrangements and
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tools such as Hadamard matrices and different kinds
of products of matrices viz., Kronecker product to
construct OCDs with as many covariates as possible.
Dey and Mukherjee (2006) studied the problem of
finding D-optimal designs in the presence of a number
of covariates in the one-way set-up. They actually
given an upper bound to the determinant of information
matrix obtained through diagonal C-matrices. Dutta
et al. (2007) studied the optimum choice of covariates
for a series of balanced incomplete block designs
(BIBDs). In case of incomplete block designs, the
choice of the values of the covariates depends heavily
on the allocation of treatments to the plots of blocks;
more specifically on the method of construction of the
incomplete block design. Based on this, they considered
the situation where the block design is a member of
the complementary series of balanced incomplete
block design (BIBD) with parameters b = v = sM+s"-
Iy Astl, r=k= sN, A=sN-sNof symmetric balanced
incomplete block design (SBIBD) obtained through
projective geometry. Sinha (2009) gave the solution
to accommodate maximum number of covariates in
an optimal manner through combinatorially for the
standard design layouts such as CRD, RBD, LSD and
BIBD. Dutta et al. (2010b) considered the problem
that when n#0 (mod 4), it is impossible to find designs
attaining minimum variance for estimated covariate
parameters. In this situation, they considered instead
of using the criterion of attaining the lower bound
(viz., cz/n) to the variance of each of the estimated
covariate parameters vy, they found optimum designs
with respect to covariate effects using D-optimality
criterion retaining orthogonality with respect to
treatment and block effect contrasts, where n=2 (mod
4). Dutta et al. (2014) extended the work of Dey and
Mukherjee (2006) in the sense that for fixed replication
numbers of each treatment, an alternative upper bound
to the determinant of information matrix has been
found through completely symmetric C-matrices
for the regression coefficients and this upper bound
includes the upper bound given in Dey and Mukherjee
(2006). Recently, Das et al. (2015) has published a
book, viz., ‘Optimal Covariate Designs’ with detail
discussion on the topic. Mostly the designs developed
by above mentioned authors are global optimal but the
development of designs are dependent on existence of
Hadamard matrix of order either v or b or k (v be the
treatment numbers, b be the number of replications/

blocks in CRD/ RBD and k be the size of blocks in a
variance balanced incomplete block design).

In the present piece of investigation, an effort has
been made to construct global optimal covariate designs
in CRD and RBD set-ups when Hadamard matrices of
order H, and H, do not exist. The study contains five
sections including the present introductory section.
In section 2, the definition and properties of Special
Array are presented. Section 3 and 4 describe the
basic models, situations and conditions of the optimal
covariate designs (OCDs) for CRD and RBD set-ups,
respectively. Construction of a new series of global
optimal covariate designs in CRD set-up has also been
presented in section 3. Similarly, construction of two
new series of global optimal covariate designs in RBD
set-up has been given in section 4. Conclusion of the
study has been given in section 5.

2. SPECIAL ARRAY; DEFINITION,
PROPERTIES

2.1 Definition

A square matrix with elements 1, -1 and 0 of order
h having r (> 1) number of rows (and columns) with all
elements 0 and all the distinct row or column vectors
except r rows (or columns) of the matrix are mutually
orthogonal will be referred to as Special Array (SA) of
order h. In SA, each row or column sum is zero except
the first row or column. The simplest examples, one for
order 3 and two for order 5 are given below:

10001 11011
1 0 1 00000 1-10-11
0 0 O’OOOOOandOOOOO
1 0 -1 00000 110-1-1
r=1 1000-1 1-101-1

r=3 r=1

2.2 Properties
Let the Special Array (SA) of order h be denoted
as H,, then
1) ‘detH;‘= 0;whenr>1;withr=0, H; becomes a
Hadamard Matrix.
2) HH' =H'H,
3) Let H; and H, be two SA of order h; and h,,

respectively. Then the Kronecker product of HT
and H; is also a SA of order h;h,.
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3. OCDSIN CRD SET-UP

Let there be v treatments and ¢ covariates in a design
with total n experimental units. In matrix notation the
model can be represented as

(Y, Xt + Zy, 6°1,) (3.1)

where, for 1 <i<v, 1 <j <n; (n; is the number

of times the i™ treatment is replicated; clearly zni =
i=1

n) and 1 <t<c, Y is an observation vector and X is

the design matrix corresponding to vector of treatment

effects %! and Z™°= (( Zg) )) is the design matrix

corresponding to vector of covariate effects 'YCXI =
(Y1> Y25---» Yo) - This is referred to as one—way model

with covariates without general mean. In the above, Z
is called covariate matrix of ¢ covariates z,,z,,...,Z.
Here z’s are assumed to be controllable non-stochastic
covariates. The n values z;,z;,...,Z;, are assumed by
the ith covariate z; are such that they belong to a finite
interval [a;, b;] for each i and j, i.e.

a;<z;<b; (3.2)

:a,.+b,.+b,.—a,. .

ie. z, Z..
l] 2 2 g

(3.3)
so that z;* lies in [-1, 1] for each 1, j. Then replacing
z;j by z;*’s, we get the same covariate model in a
reparametrized scenario. So, without loss of generality,
the covariate values z;’s to vary within [-1, 1].The
information matrix with respect to model (3.1) is given
by,
XX XZ
o 1(n) = where, n' =(z, » 3.4
(1) (z‘x z‘zj n=@.r) G4

The problem is to suggest an optimal allocation
scheme (for given design parameters n, v, c) for
efficient estimation of the treatment effects and the
covariate effects by ascertaining the values of the
covariates for each one of them, assuming that each
one is controllable and quantitative within a stipulated
finite closed interval. The information matrix of vy is
given by,

o l(y)=ZZ-ZX(XX)XZ (3.5)
where, (X'X) is a generalized inverse of X'X.

According to Rao (1973), Z'X(X'X) X'Z is a positive
semi-definite matrix. So from (3.5), it follows that

o’l(y) £ ZZ (3.6)

Equality in (3.6) is attained whenever X'Z = 0
(3.7)

If Z satisfies (3.7), then treatment effects and
covariate effects are orthogonally estimated. In
addition, the information matrix I(y) reduces to I(y) =
Z.'Z. The z-values are so chosen that Z'Z is positive
definite, so that from (3.6)

2 2

~ o

as

z)) e[-1, 1];Vi, j, ¢

Now equality in (3.8) holds for all i if and only if
the Z-matrix is such that

2929 =0 forall s # t (3.9)
and z;") = £1 (3.10)

Condition (3.7) implies that the estimators of
ANOVA effects parameters or parametric contrasts
do not interfere with those of the covariate effects and
conditions (3.9) and (3.10) imply that the estimators
of each of the covariate effects are such that these are
pair wise uncorrelated, attaining the minimum possible
variance. Thus, the covariate effects are estimated with
the maximum efficiency if and only if

Z'Z=nl, (3.11)

along with (3.7). The designs allowing the
estimators with the minimum variance are called
globally optimal designs (Shah and Sinha, 1989) or
optimal covariate design, to be abbreviated as OCD.

Visualizing the Z-matrix in a particular design set
up satisfying conditions (3.7) and (3.11) is somewhat
difficult. In the set-up of the model (3.1), it transpires
from Troya Lopes (1982a) that optimal estimation of the
treatment effects and the covariates effects is possible
when the treatment replications are all necessarily
equal, assuming that n is a multiple of v, the number of
treatments. Setn=bv, where b is the common replication
of treatments. Das et al. (2003) had represented each
column of the Z-matrix by a vxb matrix, viz., W with
elements of +1. Condition (3.7) implies that the sum of
each row of W should be zero. Further, condition (3.11)
implies that the sum of products of the corresponding
elements i.e. the Hadamard product of W® and WO,
should also be zero, 1 <s <t <c. For orthogonality of
sth and tth columns of Z, it is required that
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(3.12)

33w =0

i=1 j=1

In this case the ANOVA parameters as well as
the covariate effect-parameters can be estimated
orthogonally and/or most efficiently. This holds
simultaneously for ¢ covariates and one can deduce
maximum possible value of ¢ for this to happen. As
already mentioned, the most efficient estimation of
y-components is possible when conditions (3.7) and
(3.11) are simultaneously satisfied and these conditions
reduce, in terms of W-matrices defined in above, to C,
and C,, where

C;: Each of the ¢ W-matrices has all row-sums
equal to zero;

C,: The grand total of all the entries in the Hadamard
product of any two distinct W-matrices reduces to zero.

3.1 Construction of optimum W-matrices for
covariate model in CRD set-up:

Definition 3.1: With respect to model (3.1),
the ¢ number of W-matrices corresponding to the ¢
covariates are said to be optimum if they satisfy the
conditions C; and C, simultaneously.

Under the realization of C; and C, in terms of
optimum W matrices, we can develop the following
theorem.

Theorem 3.1: If both v and b be two even numbers,
then there exists ¢ (=2) optimum covariates in a CRD
set-up with v (=0; mod 4 or =2; mod 4) treatments with
b replications for each treatment even if H, and H;, do
not exist.

Proof (by construction): For construction of
optimum W matrices of order vxb, we follow the steps
given below.

Step 1. Let us consider two Hadamard matrices Hy
and H,.
1111
I-1-11

H,=(,h))= b
11-1-1) 2 7Y =1
1-11-1

H4 :(15 hls h27h3):

Step 2. Using H, and H,, we construct the following
three W* matrices (W *, W,* and W;*) of order 4x2
by Kronecker product of the columns (with zero sums)
of these two matrices.

1-1 1-1
* * '11 * * '11
Wi=h®h'=T LW =h, b=
-11 1-1
1-1
* * 1'1
Wi=h®h'=|
-11

Step 3. Firstly, repeat each of the W;* (i=1, 2, 3)
vertically side by side g-1 (=1) times such that b = 2q.
Let the newly matrix be denoted as W;** (i =1, 2, 3)
of order 4xb.

Similarly, construct the W,** and W5**,

Step 4. Next, repeat the first pair of rows of each
of the W;** matrix horizontally p-2 (>1) times such
that v = 2p. Let the constructed matrix be denoted as
W; (i=1, 2, 3) of order vxb.

-1 1-1 1-1... 1-1
-11-11-11..-11

p-2

Similarly, construct the W, and W5 matrices.

Step 5. Among the three W matrices, either the
pair (W, W53) or (W,, W3) are satisfying the conditions
C, and C, simultaneously for global optimality.

For easy understanding of the above steps, the
following example will be useful.
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Example 3.1: Let us consider a CRD with v=6 and
b = 6. The constructional procedure of two optimum W
matrices is given below:

1111

I-1-11 11
H4: ’H2:

11-1-1 1-1

1-11-1

By Kronecker product of the columns (with zero
sums) of these two matrices, we get

1-1 1-1 1-1

. | -11 . | -11 . 1-1
Wl = . WZ = R “/3 =

1-1 -11 -11

11 1-1 -11

In each Wi*, (1i=1,2,3), the pair of columns
replicated vertically twice and we get
1-1 1-1 1-1 1-1 1-1 1-1
-11-11-11 -11-11-11
= N W2 = s W3 =
1-1 1-1 1-1 -11-11-11 ’
-11-11-11 1-1 1-1 1-1

1-11-11-1
1-11-11-1
-11-11-11
-11-11-11

Again in each W;** (i=1,2,3), first pair of rows
further replicated one time and we get
1-1 1-1 1-1
-11-11-11
1-11-1 1-1
-11-11-11
1-1 1-1 1-1
-11-11-11

1-1 1-1 1-1
-11-11-11
-11-11-11

1-11-11-1

1-11-1 1-1
-11-11-11

1-1 1-1 1-1
1-11-1 1-1
-11-11-11
-11-11-11
1-11-1 1-1
1-1 1-1 1-1

{W;, W3} and {W,, W3} are the two sets, each
having two optimum W matrices satisfying the
conditions C; and C, simultaneously.

4. OCDS IN RBD SET-UP

For two-way layout, the set-up can be written as
(Y, p1+X, T+ X+ 2y, o°1) (4.1)

where 1, as usual, stands for the general effect, T*!,
BbX1 represent vectors of treatment and block effects,
respectively, X;™" and X,™° are the corresponding
incidence matrices, respectively. Y and Z as usual,
represents an observation vector of order nx1 and the
design matrix of order nxc corresponding to vector of
covariate effects y*!, respectively.

The information matrix for the whole set of
parameters M = (U, ,B,7) underlying a design d

with X4, Xy4 and Z, as the versions of X, X, and Z
in (4.1):
n f)(]d f)(Zd fild
Id(n): X‘ldXId X:ldXZd X:led (42)
XZdXZd XZdZd
2,2,

For the covariates, without loss of generality, the
(location scale)-transformed ~version, |z’ ‘ <L i jt
. From (4.2), it is evident that orthogonal estimation
of treatment and block effect contrasts on one hand
and covariate effects on the other is possible when the
conditions

de,Zd: 0, and XZdVZd =0 (43)

are satisfied. It is to be noted that under (4.3),
1'Z4y = 0’ also holds. Further, the most efficient
estimation of y-components is possible whenever, in
addition to (4.3), we can also ascertain

Zd ,Zd = l'lIC (44)

For an RBD set-up, following Das et al. (2003),
we recast each column of the Z™ = (£1) matrix by a
W-matrix of order vxb. Corresponding to the treatment
x block classifications, conditions (4.3) and (4.4)
reduce, in terms of W-matrices, to Cl* - C3* where

C,": Each W-matrix has all column-sums equal to
Zero;

Cz*: Each W-matrix has all row-sums equal to
Zero;

C3*: The grand total of all the entries in the
Hadamard product of any two distinct W-matrices
reduces to zero.

4.1 Construction of optimum W-matrices for
covariate model in RBD set-up:

Definition 4.1: With respect to model (4.1), the ¢
number of W-matrices corresponding to the ¢ covariates
are said to be optimum if they satisfy conditions C,",
C, and C;* simultaneously.

Now, under the realization of Cl*, Cz* and C;*
in terms of optimum W matrices, we can develop the
following theorem.

Theorem 4.1: If both v and b be two even numbers,
then there exists ¢ (= 3) optimum covariates in a
Randomized Complete Block Design (RCBD or RBD)
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with v (=0; mod 4) treatments and b number of blocks
even if H, and Hy, do not exist.

Proof (by construction): For construction of
optimum W matrices of order vxb, we follow the steps
given below.

Step 1. Let us consider two Hadamard matrices H,
and H, as shown in step 1 of theorem 3.1.

Step 2. Using H, and H,, we construct three
W#* matrices (W;*, W,* and W5*) of order 2x4 by
Kronecker product of the columns (with zero sums) of
these two matrices.

. o I-11-1 . o I-1-11
W, =h, ®h, = 1111 , W, =h, ®h, = 1111 )

. . 11-1-1
W, =h, ®h, = 1111

Step 3. Firstly, repeat each of the W;* (i =1, 2, 3)
vertically side by side g-1 (=1) times such that v = 4q.
Let the newly matrix be denoted as W;** (i =1, 2, 3)

— —
1

of order 2xv.
. 1-1 1-1{f1-11-1}..]|1-11
W, =
1 1-1 11 1-110..1-11-11

Similarly, construct the W,** and W5**.

g-1

Step 4. Repeat each of the W;** matrix horizontally
p-1 (=1) times such that b = 2p. Let the constructed
matrix be denoted as W; ***(1 =1, 2, 3) of order bxv.

{1-1 1-11-11-1. . . 1-1 1-1}

-11-11-11-11. . -11-11
I-11-11-11-1. . . 1-11-1
-11-11-11-11. . -11-11

-1 1-1 -1 110
A 1111111 -1 1-11)))

Similarly, construct the W,*** and W3***,

Step 5. After taking the transpose of each W;***
matrices, we get the set of desired covariate matrices
(W, W, and W;) satisfying the conditions c’, G
and C;* simultaneously for global optimality.

For easy understanding of the above steps, the
following example will be useful.

Example 4.1: Let us consider a RBD with v =20
and b = 6. The method of construction of three W
matrices are given below:

By taking the Kronecker product of the columns
(with zero sums) of H, and H, matrices, we get,
. 1-1 1-1 . 1-1-11 . 1 1-1-1
Wl = . \X/2 = , W3 =
-11-11 -111-1 -1-111
In each W;* (i=1,2,3), whole set of columns
replicated vertically four times and we get
o (1-11-11-11-11-1 1-1 1-1 1-1 1-1 1-1
: 1111 1-11-1 -1 1-1 1-11-11-1 1)

w (1-1-111-1-1 1 1-1-1 T 1-1-1 1 1-1-1 1
: -111-1-111-1-111-1-111-1-1 1 1-1

w (11-1-111-1-111-1-1 1 1-1-1 T 1-1-1
’ -1-111-1-111-1-111-1-1 1 1-1-1 11

Again in each W;**  (i=1,2,3), the whole set of
rows further replicated horizontally two times, then we
get,

-r1-1r1-11-11-1 1-1 1-1 1-1 1-1 1-1
-11-11-11-11-11-11-11-1 1-1 I-1 1
- -1 1-1 1-1 1-1 1-1 1-1 1-1 1-1 1-1 1-1
-11-11-11-11-11-11-1 1-1 1-1 1-1 1

-1 1-1 1-1 1-1 1-1 1-1 1-1 1-1 1-1 1-1
-11-11-11-11-11-11-11-1 1-1 1-1 1

I-1-111-1-111-1-1 1 1-1-1 1 1-1-1' 1
-111-1-1 1 1-1-1 1 1-1-1 1 1-1-1 1 1-1

rs I-1-111-1-1 1 1-1-1 1 1-1-1 1 1-1-1 1
W, = -111-1-111-1-111-1-1 1 1-1-1 1 1-1
-1-111-1-111-1-1 1 1-1-1 1 1-1-1 1
-111-1-111-1-111-1-1 1 1-1-1 1 1-1

r1-1-111-1-111-1-1 1 1-1-1 1 1-1-1
-1-111-1-111-1-111-1-1 1 1-1-1 11
s I1-1-111-1-111-1-1 1 1-1-1 1 1-1-1
Tl 1T Tl 11l 1 11l T

r1-1-111-1-111-1-1 1 1-1-1 1 1-1-1
--r11-1-111-1-111-1-111-1-111

After transpose of each W;*** (i=1,2,3), we
get the ultimate three optimum W matrices satisfying

the conditions Cl*, C2* and Cs* simultaneously, e.g.,
W] = Wl***” W2 = Wz***,and W3 = W3***,.
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Corollary 4.1: The optimal covariate design in
RBD developed by theorem 4.1 is true for CRD with
similar v and b.

Proof: Straight forward from the definition of
CRD.

Theorem 4.2: The existence of a Hadamard matrix
of order v, H, and a Special Array of order b, Hy* (b=0;
mod 4) with r rows and columns with all zero elements
in middle, implies the existence of either (i) (r-l)2 or
(r-1)(v-1) optimal covariates when (r-1)* or (r-1)(v-1)
is less than (v-1)(b-r-1) or (ii) (v-1)(b-r-1) optimal
covariates when (r-1)? or (r-1)(v-1)>(v-1)(b-r-1) of a
RBD with v treatments in b blocks provided H,and H, _,
exist and r = v/m, where, m is any real valued positive
integer number.

Proof (by construction): For construction of
optimum W matrices of order vxb, we follow the steps
given below.

Step 1. Let us consider a Hadamard matrix of order
v, H=(1, hy, hy,...;h, ;).

Step 2. Let us construct a Special Array Hy* of
order b from H,_. with r rows and columns with all zero
elements in middle, i.e., (1%, hi*, hy*,..., hppn®,
0,005 0, hypy2*yeney My ).

r
110....... 011
1-10....... 0-11
000....... 000

M| .
000....... 000
110....... 0-1-1
1-10....... 01-1

Step 3. Using Hy*and H,, we get (b-r-1) sets of
(v-1) W;* matrices of order bxv (without considering
the first column and r columns with all zeros) by taking
the Kronecker product of the columns (with zero sums)
of the above matrices, where i=1,2,...,(b-r-1) and
J=1,2,...,(v-1). In each of the W;* matrix there are
r rows with all elements zero in the middle.

WJ =h ®h' i» ® denotes the Kronecker product

Step 4. As H, and H, both exist, following
the Theorem 3.4.1 (Das et al., 2015), we construct
orthogonal W** matrices either (r—l)2 numbers of order
r or (r-1)(v-1) numbers of order rxv.

Step 5. In each W* matrix, insert the first W**
matrix of order r in the first r columns of W;* matrix
and replicate the selected W** matrix (v-r)/r times or
insert the first W** matrix of order rxv in the r rows
with all elements zero in the middle of W * matrix,
such that all the r rows with all elements zero has
been replaced by £1. Let the resulting matrix be W,’.
Repeat the procedure with other W** matrices in the
remaining W* matrices till all W** matrices or all W*
matrices have been covered totally. So, we get either
(1) (r—l)zor (r-1)(v-1) W’ matrices of order bxv when
(r-1)% or (r-1)(v-1) < (b-r-1)(v-1) or (ii) (b-r-1)(v-1) W’
matrices of order bxv when (r-1)% or (r-1)(v-1) > (b-r-1)
(v-1), which are orthogonal to each other and all the W’
matrix has all column-sums and row-sums equal to zero.
Finally, the desired W matrices of order vxb satisfying
the conditions Cl*, Cz* and C5* simultaneously can be
developed by taking the transpose of W';; matrices.

Remark 4.1: If v # mr, then either (i) (r-1)(v-1)
optimal covariates exists for (r-1)(v-1)<(v-1)(b-r-1)
or (ii) (v-1)(b-r-1) optimal covariates exists for (r-1)
(v-1)>(v-1)(b-r-1) of RBD with v treatments in b blocks
provided H, and Hy_, exists.

Remark 4.2:When H, do not exist, then (i) (a-1)
or (a-1)(v-1) optimal covariates exists when (a—l)2 or
(a-D)(v-1)<(v-1)(b-r-1) and (ii) (v-1)(b-r-1) optimal
covariates exists when (a—l)2 or (a-1)(v-1)>(v-1)
(b-r-1) of RBD with v treatments in b (0 or 2; mod 4)
blocks where r can be partitioned in such a way that
r = ate+...+u, provided H,, H,..., H, exists and
a=min (a, e,..., U).

For easy understanding of the above steps, the
following example will be useful.

Example 4.2: Let us consider a RBD with v =16
and b =20. When r = 4, the nine W matrices are given
below:

Step 1. Let us consider a Hadamard matrix of order
16, Hy.
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111111 1111111111
1-11-11-11-11-11-11-11-1
11-1-111-1-111-1-111-1-1
1-1-111-1-111-1-111-1-11
r1r11-1-1-1-r1111-1-1-1-1
1-11-1-11-111-11-1-11-11
11-1-1-1-11111-1-1-1-1 11
1-1-11-111-11-1-11-111-1
111111 1-1-1-1-1-1-1-1-1
I-11-11-11-1-11-11-11-11
l11-1-111-1-1-1-1 1 1-1-1 11
I-1-111-1-11-111-1-111-1
I111-1-1-1-1-1-1-1-1 1 111
I-11-1-11-11-11-111-11-1
11-1-1-1-111-1-1 1 111-1-1

H, = (l,hl,hz,...,hIS) =

1-1-11-111-1-111-11-1-11

Step 2. Let us construct a Special Array of order
20 from H;, with 4 rows and columns with all zero
elements in the middle, H,y* i.e., (1%, h;*, hy*,...
’h7*’05090a0ah8*a"°9h15*)°

H,, = (1*,h,*h,*,...,h, *,0,0,0,0,h *,...,h ;%)

1111111100001 1111 111
1-11-11-11-100001-11-11-11-1
11-1-111-1-1000011-1-111-1-1
1-1-111-1-1100001-1-111-1-11
1111-1-1-1-100001111-1-1-1-1
1-11-1-11-1100001-11-1-11-11
11-1-1-1-11100001 1-1-1-1-111
1-1-11-111-100001-1-11-111-1
000000000000000O0O0OCOOO
000000000000000O0O0OCOO0OO
“10000000000000000 0000
0000000000 00000O0O0OCOO0O
11711111100 00-1-1-1-1-1-1-1-1
1-11-11-11-10000-11-11-11-11
11-1-111-1-10000-1-111-1-111
1-1-111-1-110000-111-1-111-1
11711-1-1-1-10000-1-1-1-1 1111
1-11-1-11-110000-11-111-11-1
11-1-1-1-1110000-1-11111-1-1
1-1-11-111-10000-111-11-1-11

Step 3. Using H,y*and H;¢, by Kronecker product
of these two matrices, we get 15 set of 15 W;;* matrices
of order 20x16 where i=1,2,...,15 and j=1,2,...,15.
In each of the Wy* matrix there are 4 rows with all
elements zero in the middle. First matrix of first set
Wi * is the following.

W, =h; ®h',

@(-11-11-11-11-11-11-11-1)

I-11-11-11-11-11-11-11-1
-11-1r1-11-11-11-11-11-11
1-11-11-11-11-11-11-11-1
-11-11-11-11-11-11-11-11
1-11-11-11-11-11-11-11-1
-11-1r1-11-11-11-11-11-11
l-11-11-11-11-11-11-11-1
-11-11-11-11-11-11-11-11
00000000000000 0O
00000000000000 0O
00000000000000O0O
00000000000000 0O
1-11-11-11-11-11-11-11-1
-11-1r1-11-11-11-11-11-11
l-11-11-11-11-11-11-11-1
-11-11-11-11-11-11-11-11
l1-11-11-11-11-11-11-11-1
-11-1r1-11-11-11-11-11-11
I-11-11-11-11-11-11-11-1
-11-11-11-11-11-11-11-11

Similarly, we can easily construct the others.

Step 4. As H;cand H, both are exists, following the
Theorem 3.4.1 (Das et al., 2015), we construct either
OW** matrices of order 4 or 45 W** matrices of order
4x16, which are orthogonal to each other. Here, in this
case, 9W** matrices of order 4 has been considered.
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1-11-1 1-1-11 11-1-1
- -1 1-11 - -1 11-1 - 11-1-1
“’] = s W2: B Wz: s
1-11-1 -111-1 : -1-111
-1 1-11 1-1-11 -1-111
1-11-1 1-1-11 1 1-1-1
. 1-11-1 . -1 1 1-1 . -1-111
W, = s W = W, = s
-1 1-11 1-1-11 -1-111
-1 1-11 -1 1 1-1 11-1-1
1-11-1 1-1-11 11-1-1
- -1 1-11 . 1-1-11 - -1-111
W, = , Wy = and W, =
-1 1-11 -111-1 11-1-1
1-11-1 -111-1 -1-111

Step 5. In each W* matrix, insert the first W**
matrix of order 4 in the first 4 columns of W;* matrix
and replicate the selected W** matrix 3 times, such that
all the 4 rows with all elements zero has been replaced
by +1 or -1. Let the resulting matrix be W; . Repeat the
procedure with other W** matrices in the remaining
W* matrices till W** matrices or W* matrices has
been utilized totally. So, we get 9 W™ matrices of order
20x16 as 9 < 225 which are orthogonal to each other
and all the W' matrix has all column-sums and row-
sums equal to zero. Finally, the desired W matrices
of order 16x20 satisfying the conditions C;", C, and
C;* simultaneously can be developed by taking the
transpose of W'j; matrices where i=1,2,...,15 and
j=1,2,...,15. Here, W** matrix is inserted in W¥*y;
matrix and replicate W;** matrix 3 times, we get the
following matrix W' ;.

1-1 1-1 11 1-1 11 1-1 1-1 1-1
11l 1-1 11 1-1 11 1-1 1-11
T-1 11 1-1 11 1-1 1-1 1-1 1-1
11l 11 11 1-1 11 1-1 1-11
T-1 11 1-1 11 1-1 1-1 1-1 1-1
1=l 11 11 1-1 11 1-1 1-11
T-1 11 1-1 1-1 1-1 1-1 1-1 1-1
S 11 11 11 1-1 11 1-1 1-11
1=l 1-1 11 1-1 11 1-1 1-1 1-1
L1 Tl -1 11 11 1-1 1-1 1
JA N T T T (O R 6 O 6 i (S
-1 Tl -1 11 11 1-1 1-1 1
T-1 11 1-1 11 1-1 1-1 1-1 1-1
L1l 11 11 1-1 11 1-1 1-11
T-1 11 1-1 1-1 1-1 1-1 1-1 1-1
111 11 11 1-1 11 1-1 1-1 1
1=l 1-1 11 1-1 11 1-1 1-1 1-1
11l 1-1 11 1-1 11 1-1 1-11
T-1 11 1-1 11 1-1 1-1 1-1 1-1
L1l 11 1=l 11 11 1-11-11

Finally, the desired W; matrix of order 16x20
can be developed by taking the transpose W' matrix
i.e.,W;=(W/'y;)". Similarly, we can find out the others.
Here, we can construct 9W matrices. Alternately, we
can construct 45Wmatrices by using 45W** matrices
of order 4x16. For the RBD with v=16 and b=20, the
other possible alternatives are shown in the following
Table 4.1.

Table 4.1. The other possible alternatives for RBD with v=16

and b=20.
No. of rows (columns) with all elements | No. of optimum covariates
zero in the SA of order 20 (r) ()
8 49 or 105
12 105
16 45
18 15

Corollary 4.2: The optimal covariate design in
RBD developed by theorem 4.2 is true for CRD with
similar v and b.

Proof: Straight forward from the definition of
CRD.

5. CONCLUSION

New global optimal covariate designs in CRD and
RBD set-ups have been presented in section 3 and 4. In
Theorem 3.1 and Theorem 4.1, the developed designs
require only the Hadamard matrices H, and Hy. There
is no need to existence of Hadamard matrices H, and
Hj, where v is the number of treatments and b is the
number of replications or blocks. The Theorem 4.2
yields several OCDs in RBD set-up by using H, and
special array of order b; Hy, does not exist. The developed
optimal covariate designs based on the above theorems
are not available in the existing literature.
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SUMMARY

We applied the randomised response technique (RRT) to estimate the number of drug addicts among the male and female students of senior secondary
schools located in Kumaun region of Uttarakhand, India. Warner’s RRT was applied to estimate the drug addicts among the senior secondary students
in the region. The procedure adopted in the study provides adequate confidentiality to the respondents and reduces survey time. An estimated number
0f 26% of total students were found to be addicted to drugs with a 95% confidence interval [20%, 32%]. A strong association was found between drug
addiction and academic performance of the students. The study is highly useful for planners in state and central governments to assess the gravity
of the drug addiction among the school going children of the region and find ways to control the growing menace of drug addiction in the society.

Keywords: Randomized response, Related question model, Estimates, Drug addiction.

1. INTRODUCTION

Drug addiction can be defined as the habitual taking
of illegal drugs. Gelder and Cowen (2001) observed
that substance abuse or drug abuse results in clinically
significant impairment or distress, wherein the person
may suffer from tolerance and withdrawal. Foo ef al.
(2012) found that the parents’ substance abuse habits
were the most influential factor in affecting a child’s
substance abuse. These researches were based upon
direct questioning method of the survey.

Drug addicts in a community can be estimated
by direct questioning but some respondents may not
answer truthfully or provide false responses regarding
their status about drug abuse due to social stigma. To
eliminate the evasive bias due to sensitivity of questions,
a technique known as randomised response technique
(RRT), initially propounded by Warner (1965) is used.
In this technique, arandomizing device is used to extract
answers of the questions having sensitive nature by
protecting the privacy of the respondents. Suppose we
are interested in estimating the proportion of individuals
in the population who possess a sensitive character
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A. The population is, therefore, dichotomous, some
possessing the character 4, and others possessing the
complementary character 4. Because of the sensitive
and often stigmatic nature of A, direct questions
would result in biased estimates of the population
proportion(m) as most of the respondents would give
untruthful or evasive answers. Though the resulting
evasive answer bias is ordinarily difficult to assess, it
is potentially removable by allowing the interviewee to
maintain privacy through the randomisation device. To
eliminate this bias, Warner (1965) suggested a related
question model followed by unrelated question model
by Greenberg et al. (1969), which were subsequently
improved by different authors. The nature of the data
so obtained by implementing these techniques is either
qualitative or quantitative. A summarisation of different
randomised response techniques can be seen in Fox and
Tracy (1987), Chaudhuri and Mukherjee (1988), and
Chaudhuri et al. (2016).

The RRT suggests itself as one of the natural
choices in case of the sensitive nature of the survey. It
protects privacy of the respondent and develops a good
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rapport with the interviewer. The respondent provides
information on a probability basis without revealing
their personal status. By allowing the respondent to
maintain his privacy, a better cooperation from him as
compared to direct questioning is expected. Thus, RRT
can be used to assess the severity of drug addiction
among the students of senior secondary schools of
Kumaun region of Uttarakhand, India. This study also
enabled us to check the limitations of RRT in such type
of field surveys.

Researchers used RRT in different fields to estimate
the proportion of individuals possessing sensitive
attribute like drug addiction, sexual abuse, extramarital
affair, tax evasion etc. Chow et al. (1979) applied a
multiple answer model of RRT (known as Hopkins
RRT model II) in a rural area in Ethiopia to estimate the
incidence of induced abortion among newly married
women of childbearing age. Scheers and Dayton
(1987) used RRT in estimating academic cheating
behavior of university students. Houston and Tran
(2001) conducted a survey using RRT for estimating
tax evasion. Soudarssanane et al. (2003) applied
RRT to estimate the prevalence of pre/extra marital
sex. Ostapczuk et al. (2009) presented a randomized
response investigation of the education effect in
attitudes towards foreigners. Srivastava et al. (2015)
used multi-proportions randomized response technique
to assess the extent of sexual abuse among children in
some districts of Uttar Pradesh state of India. Chhabra
et al. (2016) used optional unrelated question RRT and
asked the question “Have you ever been a victim of
sexual abuse by a friend or family member?” to 585
students in a college in Delhi, India. Cobo et al. (2016)
conducted an RRT survey into stratified sample of 1146
students of Spanish University and asked sensitive
quantitative questions about cannabis use. Kirtadze
et al. (2018) applied RRT to estimate the proportion of
alcohol and other drug users in the country of Georgia.

In recent times, several cases concerning drug
addiction including some most severe criminal cases
related to drug abuse or illegal use of drugs among
students of the Kumaun region of Uttarakhand, India
have surfaced. Saxena and Upadhyay (2016) reported
that the problem of drug addiction is acute in Kumaun
region of Uttarakhand, where according to their
sources almost 50 per cent of those being admitted
in de-addiction centers, are in the age group of
12-19 years. From secondary sources like magazines,

newspapers and electronic media, it is revealed that
in the community of school going children in India,
marijuana has been the most popular drug. These
secondary data encouraged us to make an attempt in
determining the severity of drug addiction among
students of senior secondary schools in Kumaun region
of Uttarakhand, India. RRT was used for the study due
to the social stigma attached to drug addiction in that
age group. In this paper, we apply the Warner’s RRT to
estimate the number of drug addicts among the students
of senior secondary schools located in Kumaun Region
of Uttarakhand, India.

2. MATERIAL AND METHODS

The purpose of the present study is to apply
Warner’s RRT to estimate the proportion of drug addicts
in Kumaun region of Uttarakhand. Our approach
was slightly different in this case as we constructed
an anonymous questionnaire and instructed the
respondents in a group about the RRT and ensured them
regarding the confidentiality of data. After instructing
them, we collected the information in straightforward
manner by isolating each respondent from the group.
This procedure helped in reducing survey time.

The anonymous questionnaire consisted of
8 questions. In questions numbered from 1-7,
demographic and socio-economic information such as
gender, type of school, place of living, type of family,
family monthly income, academic performance etc.
were sought whereas question no. 8 was based on the
sensitive issue (drug addiction), which was answered
by the respondents using the randomizing device (i.e.
by rolling a die). There were two statements each
having a binary response (Yes or No) under question
No. 8, namely, Statement A and Statement B. If the
die rolled 2, 3, 4 or 5, statement A was to be answered
by the respondent, which state that “I consume illegal
drugs” and if the number surfaced on the die was 1 or
6, statement B was to be answered by the respondent,
which was a negation of the statement A, i.e., “I do not
consume illegal drugs” (see Appendix-I). Clearly, the
probabilities of selection of statement A and statement
B are 0.67 and 0.33 respectively. These probabilities
under the Warner’s model were recommended by
Mukhopadhyay (2014) for estimating the sensitive
issue.

In this study, the data have been collected in the
month of October 2018 by interviewing 200 students
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from four senior secondary schools (name of schools
have been kept confidential due to the sensitive nature
of the survey) situated in Nainital and Udham Singh
Nagar districts of Kumaun region of Uttarakhand,
India. The schools and students from each school were
selected randomly using the simple random sampling
without replacement technique. Data were collected by
distributing the questionnaire personally to the students
in a group by instructing them to answer only first 7
questions directly, and for answering the question
number 8 respondents were called to the corner of
room one by one to use the randomizing device. Before
responding to this question, each respondent was briefed
about the method and instructed to answer truthfully.
Thus, the sensitive question had been answered by
respondents with the help of randomizing device, i.e.
a simple six faced unbiased die. On the basis of the
response of question no. 8, collected questionnaires
had been categorised into two categories viz. “Yes”
Answered questionnaires and ‘“No” Answered
questionnaires. Warner’s related question model was
adopted in the questionnaire and as such the estimate
of drug addicts was computed through the Warner’s
estimate.

2.1 Statistical Approach
Assuming that the respondent answers truthfully
through the randomised response device, using
Warner’s (1965) procedure, the probability of a ‘yes’
answer is,
A=aP+(1—-m)(1-P)=(1-P)+(2P-1)x
©)
Denoting the number of “yes’ answers in the sample
as 7, an unbiased estimator of 4 is,

A==

T
Hence, from (1) an unbiased estimator of 7 is
(taking P # %),
. _P-1 4+ T
T 9p 1 (2P— Dn )

When P = 1, a direct response survey occurs

= v . .
and we get T, = w the usual estimate of population

proportion mt, whose variance is w(1- 7)/n. r, the number
of “Yes” answers in the sample, is a random variable
as there has been a probability associated with it. It

follows a binomial distribution with parameters (n, A).
The variance of 7, is given by,

A(1—4)
n(2P — 1)?
_w(1—m) 1[ 1 _1]
16(P — 0.5)2 4
_m(l-m) P(1-P)
 n n(2P —1)?

Var(#,) =

T T

Since

E(im— ,i) _i@a —,1)’

n—1 T

an unbiased estimator of Var(i,, ) is,
A(1-4
(n—1)(2P—1)%
ft.(1—1,) N P(1-P)
n— (n—1)(2P —1)% (3)

Est.{Var(f,)} =

3. RESULTS

For this field survey, the population consists of
the students studying in senior secondary schools in
Kumaun region of Uttarakhand. Based on a prior guess
at the parameters of interest and on the randomization
device parameters being used in collecting the data,
Lee et al. (2013) recommended minimum sample sizes
for the Warner’s model. By considering the relevant
parameters associated with our randomization device,
200 students were selected by SRSWOR from different
Senior Secondary Schools of the region. A regular
unbiased die was used as a randomization device for
Warner’s model with P = 2/3. Table 1 represents the
binary response distribution of the sensitive question
according to the gender. The estimates of proportion
possessing the sensitive attribute and its variance were
computed for the model using equations (2) and (3),
respectively. The estimates of drug addicts among male
and female students are given in Table 2.

As per the estimates developed in the study, 32%
male and 18% female students were drug addicts in
the region. The difference between proportions of
drug addicts among male and female students were
significant at 5% level of significance (p-value = 0.03).
Thus, it can be concluded that there is a significant
difference between the proportion of drug addicts
among the male and female students of senior secondary
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schools in Kumaun Region of Uttarakhand. It has
also been estimated that the proportion of total drug
addicts among students of senior secondary schools
of the region is 26% with a 95% confidence interval
[20%, 32%].
Table 1. Binary response distribution of sensitive
question according to gender

Gender Total
Male | Female

Response | No Count 65 51 116
% within Gender | 56.0% | 60.7% | 58.0%

Yes Count 51 33 84
% within Gender 44.0% | 39.3% | 42.0%

Total Count 116 84 200
% within Gender | 100.0% | 100.0% | 100.0%

Table 2. Warner’s estimate of drug addicts among male and
female students of senior secondary schools in
Kumaun Region of Uttarakhand

“Yes” =
Gender P Answers A i, Var(it,,)
Male 0.67 51 0.44 0.32 0.0107
Female 0.67 33 0.39 0.18 0.0103
Total 0.67 84 0.42 0.26 0.0106

In our questionnaire, we have extracted the
information regarding the recent academic performance
of students in 3 categories. The categories were made
according to their recent examination marks percentage
(CGPA) and were termed as; Low (less than 50%),
Average (50% — 75%) and High (above 75%). On the
basis of this information the association between drug
addiction and academic performance of students can be
tested.

To perform the study, the “Yes” answered
questionnaires were classified into 3 categories viz.
Low, High and Average, and Chi-square test was
applied to the data. Table 3 exhibits the outcome of the
analysis. Table 3 reveals that we obtained a p-value
lower than the desired level of significance (5%), hence
it may be concluded that there exists an association
between drug addiction and academic performance
of students. Hence, it may be concluded that the drug
addiction affects the academic performance of students.

4. CONCLUSIONS AND DISCUSSION

Making normal assumptions regarding the RRT
approach and assuming that a few participants made
mistakes during the RRT process, the results presented
in this study suggest that RRT can be effectively used
to estimate the population possessing a sensitive
characteristic such as drug addiction. The study suggests
that the menace of drug addiction is quite alarming
(26%) among the students of senior secondary schools
in Kumaun Region of Uttarakhand, India. While 32%
of the male students were found to be drug addicts, the
female students were also not legging behind with an
estimate of 18% drug addicts among them. However, a
significant difference was found between the proportion
of male and female drug addicts among the senior
secondary students in the society. It was also revealed
by the study that the drug addiction among students has
an effect on their academic performance.

The study is highly useful for planners in state and
central governments to assess the gravity of the drug
addiction in the schools and find ways to control the
growing menace of drug addiction in the society. The
state government must take immediate steps to control
the situation and the parents and society should also

Table 3. Association between Academic performance and Drug addiction.

Drug-Addiction Chi-Square and
Non- Addicts Addicts Total p-value
Academic Low Count 33 24 57
Performance (AP) % within AP 57.9% 42.1% 100.0% Lo
Average Count 93 24 117
% within AP 79.5% 20.5% 100.0% (0.004%)
High Count 22 4 26
% within AP 84.6% 15.4% 100.0%
Total Count 148 52 200
% within AP 74.0% 26.0% 100.0%

*Significant at 5% and 1% level of significance.
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cooperate with the government initiatives to keep their
children away from drugs. The help of non-government
organizations working in the area, print and electronic
media and social workers may also be taken to educate
the children about the harmful effects of drug addiction.
Sources of drugs coming to the hands of the children
must be identified and strict action should be taken to
stop them.

At this stage of initial examination of RRT
implemented to a small-scale survey on drug use, the
most important finding of the study might be its clear
demonstration that an efficient RRT technique can be
used in situations where large sample survey has to be
conducted for estimating sensitive issues. Since, the
RRT is useful in estimating sensitive issue, thus, by
implementing such methods we can gather information
about other type of sensitive issues already existing or
emerging in the state of Uttarakhand as well as in India.

The present study has some limitations as well.
Firstly, this study was conducted with a relatively
small sample size as compared to the size of the target
population, due to insufficient funds and no monetary
support from any agency. RRT has provided quite
reasonable estimates of drug addicts among students
by protecting their privacy in this small-scale research.
The research can further be extended to larger scale
covering the whole state and the country. In large scale
research, the question covering the sensitive issue
like drug addiction can be extended/split into many
components according to the class of drugs consumed
by students. It will help in asserting which illicit drug
is more popular among them. Secondly, there are
several models developed by various researchers for
RRT, however every model has its limitations and
drawbacks. Moreover, some of the RRT models have
only theoretical framework and lacks the experimental
implementation in real life scenarios. In this study,
we have applied the basic RRT model suggested by
Warner (1965) to make an initial attempt to practically
verify the applicability of RRT models in estimating
the sensitive characteristics. Consequently, for further
studies an efficient technique can be developed and
implemented by considering the techniques already in
use for a particular field of study. This study has been an
attempt to apply RRT for estimating drug addicts in the
particular community of students. The RRT approach
in this kind of sample survey condition deserves some
contemporary improvements and adjustments that will

enhance its utility as a reliable and accurate method of
estimating drug addicts in the society.
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APPENDIX-I

Survey for Estimating Sensitive Issue among Students Questionnaire

Respondent No.

Kindly tick the appropriate boxes below to participate in the survey. Your identity will not be compromised at

any stage.
1. Gender
I:I Male
2. Type of School
|:| Private Public-School
3. Class

Female

Government School

I:I 1 lth lzth
4. Place of Living
I:I In City In Village

5. Type of Family

I:I Joint Family

6. Family Monthly Income
[ ] 10,000 and Below

Ininininl

D Low (40% - 60%)

8. Survey Question

Nuclear Family

E 11,000 - 30,000

7. What is your academic performance, recently?

D Average (60% - 70%)

E 30,000 &Above

D High (Above75%)

Roll the dice and please answer Question 1 or Question 2 according to the number you get on the dice

provided to you.

If you get 2, 3, 4,0or 5, answer

Question 1: Do you consume illegal drugs?

|:| Yes

If you get 1 or 6, answer

Question 2: Do you not consume illegal drugs?

I:INO

Thank you for the participation...
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SUMMARY

The present study is based on the secondary data of grain yield, obtained from AICRP on Long Term Fertiliser Experiment (LTFE) on rice conducted
at RARS Pattambi during kharif and rabi seasons. The objective of the study was to study the influence of plant nutrients namely N, P and K uptake
on grain yield of rice using nonlinear regression. Quadratic model was able to capture the relationship between yield and plant nutrients in both the

seasons.

Keywords: Plant nutrients, Nonlinear, Regression, LTFE, Quadratic.

1. INTRODUCTION

Increased supply of nutrients has played a key role
in enhancing food production to address the necessity of
rapidly growing world population. Nutrients exhausted
by crops are substituted with chemical fertilizers, to
attain nutrient balance and soil fertility. Among various
factors that contributeto better yield and quality, the
appropriate use of fertilizers is of utmost importance
(Sankaran et al., 2005). Determination of optimum
levels of NPK fertilizers is crucial for achieving
maximum economic gains. According to Ananthi et al.
(2010) best rate of fertilizer application is that which
gives maximum returns at least cost. Among various
essential plant nutrients, the macro nutrients N, P and K
are crucial for determining the yield and quality. It has
been noticed that farmers utilize imbalanced dose of
chemical fertilizers which lead to higher insects/disease
attack ultimately leading to lower yield (Mannan et al.,
2009; Alam et al., 2011). Therefore, there is prodigious
need to estimate the best level of NPK fertilizers for
maximizing the profit. The first step for this is to
estimate the functional relationship existing between
the nutrient uptake and crop yield.

Corresponding author: V.A. Jesma
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The Rothamsted experiments has proved the
effectiveness of chemical fertilizers in enhancing the
yield of crop plants (Rasmussen et al, 1998; Smil
2002). The long-term experiments at Rothamsted
showed that yields were two to three times higher than
those without fertilizers or manures (Johnston, 1994).).
Also, an increasing supply of nutrient can boost the
yield to a threshold value after which the production
may be affected in a negative way, ie., the plant doesn’t
take up all the nutrient that is supplied to them. Nutrient
management should ideally provide an input-output
balance in long term (Heckman et al., 2003).

Rice, being the staple food of Kerala, the need
to increase the yield and quality of rice through
sustainable agriculture by proper fertilizer applications
and various soil fertility management practices has
gained importance. The present study was undertaken
to study the influence of plant nutrients viz; N, P and K
uptake on treatment responses of rice under long term
experiments.
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2. MATERIALS AND METHODS

The present study was based on secondary data
from All India Coordinated Research Project on Long-
Term Fertilizer Experiments (AICRP-LTFE) in rice,
which was initiated at Regional Agricultural Research
Station (RARS), Pattambi in 1997 to study changes in
soil quality, crop productivity and sustainability under
long term fertilizer experiments in rice. The experiment
was carried out in RARS, Pattambi, Kerala using the
variety Aiswarya in two planting seasons namely kharif
and rabi. Aiswarya variety of rice developed at RARS,
Pattambi is resistant to blast, blight and BPH. It is well
suited for first and second crop seasons. The kharif
season starts from July to October during the south-
west monsoon season and the rabi cropping season is
from October to March (winter).

The following are the details of the experiment:
Number of replications: 4
Number of treatments: 12

Design: Randomized Complete Block Design
(RCBD)

Plot size: 125 m?

Following are the fertiliser treatments:

T;: 50 percent NPK (as per POP recommendation
of KAU)

T,: 100 percent NPK (90 N: 45 P,0s: 45 K,0)
T5: 150 percent NPK

T,: 100 percent NPK + lime @ 600 kg/ha

Ts: 100 percent NPK

Te: 100 percent NP

T5: 100 percent N

Tg: 100 percent NPK + FYM @5t/ha to the kharif
rice only

Ty: 50 percent NPK + FYM @5t/ha to the kharif
rice only

Tio: 100 percent NPK + in situ growing of
Sesbaniaaculeata, as green manure crop for kharif rice
only

Ti: 50 percent NPK + in situ growing of
Sesbaniaaculeata, as green manure crop for kharif rice
only

T,,: Absolute control

The data recorded on grain yield and nutrient
uptake with respect to N,P and K of rice crop in kharif
and rabi seasons for twenty years from 1997- 2017
were collected. Preliminary investigation of the data
was done with the help of descriptive and exploratory
data analysis. To compare the mean nutrient uptake,
analysis of variance was employed. Post hoc analysis
was carried out using Duncan’s Multiple Range
Test (DMRT). The relative performance of different
treatments with respect to grain yield were compared
using independent t test. Nonlinear regression was
performed using SPSS software (version 22) to
quantify the relative contribution of plant nutrients on
crop yield. The regression equation fitted for treatment
responses takes the form:

Y = byt b X, +boXo+biX; +bXp +bsXy +beXy

+b7X1X5 + bgXoX5+ boX 1 X5
Where b;i=1, 2, ..., 9 are the partial regression
coefficients

X, X, X;are the independent variables under study
viz., N uptake, P uptake and K uptake respectively.

3. RESULTS AND DISCUSSION

The descriptive statistics of yield data revealed that
the mean grain yield in kharif season was 2742.08 kg/
ha with a standard deviation of 835.70 kg/ha. In rabi
season, the mean grain yield was 3077.69 kg/ha with a
standard deviation of 371.17 kg/ha.

Table 1. Descriptive statistics of yield data for kharif and
rabi Seasons

Season
Statistic
Kharif Rabi
Mean 2742.08 3077.69
Standard deviation 835.70 371.17
Skewness 0.83 0.72
Kurtosis 0.79 2.26
(&\% 30.48 12.06

Exploratory analysis yield data in both the seasons
through box plot depicted that treatment responses
in rabi was higher and more consistent than those in
kharif season (Fig 1).

After assessing the influence of long-term
applications of nutrients on crop yield, it was concluded
that the highest yield was obtained under Tg (100
percent NPK + FYM @5t/ha to the kharif rice only)
followed by T, (100 percent NPK + in situ growing
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Fig. 1. Comparison of average yield under different treatments in k%arif and rabi seasons

of Sesbaniaaculeata, as green manure crop for kharif
rice only) in both the seasons. The relative performance
of different treatments with respect to grain yield
revealed that treatment responses T, were significantly
different in two seasons. T, was reported to be the most
imbalanced treatment and even a minute variation in
weather affected the yield drastically. When comparing
the means for nutrient uptake of N, P and K also, it
was established that the highest nutrient uptake of N, P
and K was for treatment Ty followed by T, (Table 2).
Yield data recorded over the period 1998-2017 for both
kharif and rabi season clearly validated the superiority
of integrated use of FYM and green manuring with
chemical fertilizers, which provided greater stability
in crop production as compared to 100% NPK. This
could be linked with the benefits of organics, which
apart from N, P and K supply also improves microbial
activities, thereby supplying macro and micro-nutrients
such as S, Zn, Cu and B, which are not supplied by
inorganic fertilizers.

Simple correlation between the treatment responses
and N, P, and K uptake was found to be non-significant,
emphasizing the probable curvilinear relationship
between these variables and yield. Linear regression
between yield and plant nutrients could not account
for the variability in yield significantly due to low R?
values (Table 3). It was observed that treatment Tg had
the maximum uptake of N, P and K when compared
to the other treatments showing the significance of the

Table 2. Comparison of mean nutrient uptake of N, P and K
in kharif and rabi seasons

N uptake P uptake K uptake
Treatments

Kharif | Rabi Kharif | Rabi | Kharif | Rabi
Tl 327057 | 34.078 | 6.95" | 7.33%% | 56.06% | 54.82¢
T2 36.51%¢ | 37.61°7 | 7.33%0 | 7.81% | 63.16* | 59.25%
T3 36.81°0 | 38.14% | 8.36™ | 8.49% | 66.59° | 62.63°
T4 36.67°¢ | 38.18% | 7.76%¢ | 8.22°° | 56.65¢ | 55.60%
T5 34.64%F | 34.99% | 7.54%F | 7.47% | 60.59%¢ | 56.00%
T6 38.92° | 40.78°¢ | 7.02°" | 7.25¢ | 59.02% | 55.91%
T7 32.19" | 33.74% | 6.84" | 7298 | 49.37° | 46.98"
T8 51.85% | 53.05% | 10.78" | 11.04* | 76.82% | 74.08"
T9 39.76° | 41.46° | 7.99% | 8.55° | 60.85%¢ | 59.46%
T10 46.83° | 48.49° | 8.86° | 9.30° | 73.74* | 68.48°
Tl1 35.57% | 36.51°% | 7.80%0 | 7.94% | 59.80¢0 | 57.47%
T12 25.84¢ | 26.36" | 5.10% | 5.58" | 39.85" | 38.55¢

nutrients with respect to yield. So, an attempt was made
to quantify the uptake of N, P and K in rice crop.

Nonlinear regression was used to quantify the
relative contribution of the uptake of plant nutrients N,
P and K on the treatment responses for both seasons and
the results are depicted in Table 4 and Table 5. During
kharif season, when the quadratic model was fitted for
grain yields with respect to different treatments, the R’
value ranged from 0.67 to 0.89. During rabi season, the
R’ values were comparatively higher than that forkharif
season and ranged from 0.75 to 0.96. This substantiates
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Table 3. Linear regression of treatment responses on nutrient uptake of rice in kharif and rabi seasons

Treatments Kharif 3 Rabi 3
by b, (N) b, (P) b3(K) R by b, (N) b, (P) b3(K) R

T, Estimates 1718.98 9.31 44.48 2.31 0.14 2292.50 9.72 43.94 0.55 0.08
Std Error 769.80 17.19 61.20 17.94 476.90 8.89 32.12 11.30

T, Estimates 2222.81 14.04 73.96 -7.81 0.17 2970.31 6.44 33.64 -4.10 0.15
Std Error 865.95 15.42 75.82 19.00 388.09 7.20 28.17 7.32

Ts Estimates 2112.85 11.83 77.06 -5.10 0.21 2917.73 6.45 109.00 -11.80 0.30
Std Error 929.10 17.38 71.77 17.33 582.16 9.37 45.54 10.19

T, Estimates 2543.67 5.60 63.05 -9.28 0.10 2685.19 11.94 51.54 -7.29 0.18
Std Error 882.94 17.29 56.75 15.94 427.82 8.78 38.37 8.55

Ts Estimates 2258.26 12.02 32.63 -2.00 0.09 2517.15 9.54 7.21 6.44 0.23
Std Error 1033.72 17.02 61.08 20.10 450.76 8.70 31.13 10.12

Te Estimates 2087.86 12.17 43.62 -5.81 0.13 2385.37 9.35 86.23 -7.09 0.31
Std Error 647.54 13.02 50.18 9.57 432.50 7.67 40.28 7.13

T, Estimates 2239.57 17.34 18.12 -11.98 0.17 1746.02 20.68 28.72 3.24 0.57
Std Error 526.20 12.59 54.33 11.80 281.45 8.60 32.29 8.63

Ty Estimates 2120.14 3.30 54.77 6.91 0.17 3227.98 11.82 32.65 -4.94 0.20
Std Error 979.84 16.79 57.25 13.81 521.26 7.36 29.19 7.15

Ty Estimates 2775.67 18.91 83.26 -21.13 0.14 3120.88 13.35 4.01 -6.05 0.11
Std Error 920.16 17.96 75.36 21.81 527.31 9.93 27.75 8.60

T Estimates 2329.65 0.70 80.65 2.05 0.12 3516.09 12.85 28.37 -11.84 0.15
Std Error 981.16 18.57 79.64 18.91 636.61 9.70 43.96 11.65

Ty, Estimates 2319.85 0.71 64.47 -1.23 0.08 2877.53 13.61 31.00 -6.78 0.15
Std Error 1095.85 20.54 62.56 18.72 608.16 10.06 42.85 9.38

T, Estimates 1407.85 18.77 51.63 -7.14 0.18 1525.37 12.17 18.76 6.19 0.17
Std Error 602.15 15.51 70.61 14.51 449.42 9.90 30.29 10.12

Table 4. Model summary of the nonlinear regression of treatment responses on nutrient uptake of rice in kharif season

Treatments by b; (N) b, (P) biK) | b)) | bsP) | bs(KD | b,(NP) | by(NK) | by(PK) R?
T, Estimates -601.99 138.68 -144.96 1278 | -394 | -4595 142 8.69 2.16 12.14 0.83
Std Error 2616.87 68.67 579.55 94.01 1.19 19.61 1.08 6.05 1.53 9.62
T, Estimates 381696 | 229.49 3.53 4091 328 -66.41 -1.21 8.92 0.27 14.16 0.84
Std Error 3649.33 72.52 541.54 97.00 0.84 33.58 1.24 441 1.19 14.84
T, Estimates 971.95 118.73 471.58 46.04 | -3.13 3990 | -035 7.95 1.63 333 0.89
Std Error 2788.21 72.92 328.58 60.44 0.83 2033 0.52 5.58 0.96 6.54
T, Estimates 289420 | 166.81 592.71 37.63 | -3.25 -42.99 0.20 12.66 0.60 117 0.81
Std Error 4311.43 124.20 64331 107.09 | 1.68 2230 1.40 13.04 1.88 8.45
Ts Estimates 262.89 124.37 227.38 6398 | -504 | -31.03 -1.39 -1.35 5.9 8.59 0.80
Std Error 4208.33 99.22 1013.64 134.42 1.20 28.96 1.46 8.19 2.07 17.04
Ts Estimates 193047 | 143.05 458.51 3899 | -2.45 -48.53 0.25 8.17 0.76 4.86 0.69
Std Error 4009.35 72.78 894.44 66.45 1.41 18.16 0.41 6.50 2.08 11.62
T, Estimates 831.62 35634 | -1193.98 60.93 | -6.58 5232 | -2.40 13.50 1.59 3532 0.70
Std Error 2012.11 117.56 693.39 79.98 2.02 2271 1.36 7.71 1.85 12.88
Ty Estimates 436147 | 416.26 -510.11 5125 | -5.40 -0.20 -1.62 5.78 3.86 10.61 0.82
Std Error 3795.35 179.44 541.09 98.00 2.56 35.06 0.74 10.54 2.64 9.91
Ty Estimates 677131 73.50 376.60 21644 | 292 | -7558 | -3.61 13.02 1.87 13.20 0.83
Std Error 3146.28 77.67 766.49 148.45 1.14 27.53 2.16 5.84 2.20 16.86
Tho Estimates 3448.12 | 162.26 1129.35 6642 | -3.04 | -10.03 0.27 0.92 2.15 -10.61 0.67
Std Error 3870.68 96.34 884.01 97.28 1.42 24.30 1.62 6.44 242 16.21
Ty Estimates 222433 | 136.69 -138.80 4862 | -3.43 7244 | 131 25.07 0.01 13.15 0.76
Std Error 4485.66 | 138.41 1067.17 108.14 | 1.66 34.88 0.97 15.32 3.46 17.20
Th Estimates 4557.69 | 116.41 488.27 14423 | 391 | -125.56 | -2.38 29.67 -0.89 14.12 0.88
Std Error 2377.05 68.39 41778 83.34 0.98 29.60 1.16 11.65 1.88 6.01
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Table 5. Model summary of the nonlinear regression of treatment responses on nutrient uptake of rice in rabi season
Treatments by b, b, by b, bs b b, bg b, R’
T, Estimates 1295.69 36.12 211.27 -39.55 -1.62 -36.11 -0.48 4.17 1.63 6.59 0.91
Std Error 2503.54 55.01 344.50 71.55 0.79 11.48 0.52 5.62 0.93 7.33
T, Estimates -490.34 113.67 159.03 -8.79 -1.76 -28.28 -0.35 4.12 0.66 4.53 0.86
Std Error 1474.74 66.71 238.53 51.81 0.91 14.25 0.41 5.36 1.12 5.80
T; Estimates 2521.93 -83.12 768.00 -83.57 -0.82 -85.71 -0.14 14.40 1.21 6.93 0.96
Std Error 1322.14 91.64 166.28 50.13 0.67 15.12 0.40 4.42 0.54 3.62
Ty Estimates 2779.93 10.66 271.69 -90.81 0.23 -62.26 -0.03 6.91 -0.35 12.31 0.83
Std Error 3046.19 111.91 274.82 62.30 1.14 35.65 0.73 9.70 1.28 9.16
Ts Estimates -3444.54 232.11 56.88 67.47 -0.66 -3.81 -0.21 -2.38 -1.94 2.12 0.75
Std Error 2195.94 148.25 649.20 71.69 0.75 27.37 1.04 11.25 1.28 12.33
Te Estimates 4075.69 -24.07 -660.93 3.57 -0.26 -76.70 -0.57 25.48 -1.35 16.33 0.92
Std Error 3180.27 102.46 596.39 46.32 0.73 23.79 0.28 10.22 1.76 8.96
T, Estimates -579.68 20.63 914.04 -46.75 -5.35 11.16 0.74 11.30 6.12 -28.60 0. 94
Std Error 563.95 71.45 457.62 35.08 1.56 17.57 0.80 6.05 2.58 16.04
Ty Estimates -3234.09 172.11 17.03 39.36 -1.14 -12.93 -0.34 2.71 -0.33 2.14 0.89
Std Error 1957.74 105.38 142.64 53.92 0.77 10.31 0.52 3.83 0.59 3.67
To Estimates -2983.88 263.02 122.10 -16.78 -2.06 -6.71 0.37 2.54 -0.72 -1.14 0.89
Std Error 1567.66 95.59 511.55 53.13 1.00 7.52 0.76 5.80 0.95 8.35
Tio Estimates -4474.84 139.50 510.05 71.73 -1.77 -11.71 -1.27 -2.22 1.48 -0.72 0.94
Std Error 1318.92 71.18 317.66 58.02 0.72 24.49 1.06 9.34 1.41 6.36
Ty Estimates -2958.63 296.48 -882.27 117.62 -0.91 -16.55 -1.10 6.90 -3.42 15.45 0.85
Std Error 2469.24 146.49 599.84 65.35 1.32 19.28 0.76 8.09 1.52 6.24
T Estimates 4891.11 -44.71 -3044.50 229.38 3.02 -45.96 -5.81 35.24 -5.89 71.80 0.76
Std Error 3196.00 89.36 1517.29 104.78 2.14 14.49 2.97 13.89 2.23 34.88
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Fig. 2. Comparison of actual and estimated rice yield using quadratic model in kharif season
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Fig. 3. Comparison of actual and estimated rice yield using quadratic model in rabi season

that the relationship existing between crop yield and
nutrient uptake is not linear (Fig 2and 3).

4. CONCLUSION

The grain yield in Rabi season was found to be
higher and more consistent than that of kAzarif season.
The uptake of NPK was found to be maximum under
T8 (100 percent NPK + FYM @5t/ha to the kharifrice
only) which was ranked as the best treatment for
maximum grain yield in both the seasons. Despite
the idealized vegetation and climatic conditions, the
empirical results derived here highlights the nonlinear
relationship existing between nutrient uptake of N,
P, K and rice yield and can effectively employed to
quantify it resulting in high degree of predictability.
A similar approach can be encouraged to contribute
to our understanding of both regional and larger-scale
variations in nutrient uptake dynamics in a more
holistic manner.
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SUMMARY

In this paper we have proposed an alternative to Ige and Tripathi (1987) estimators with their properties. The expressions for biases and mean squared
errors have been obtained upto the first degree of approximation. The proposed estimators have been compared with usual unbiased estimator of
population mean in double sampling for stratification and ratio and product type estimators given by Ige and Tripathi (1987). To judge the merits of
the proposed estimators an empirical study have been carried out.

Keywords: Double sampling for stratification, Bias, Mean squared error.

1. INTRODUCTION use double sampling for stratification. The procedure

In survey sampling there can be the situations
when strata weights are not available or if available,
strata weights are outdated and can’t be used. This
type of situation occurs during the household survey,
when investigator does not have information about
newly added household in different colonies. This
situation leads investigator to use double sampling for
stratification. Neyman (1938) developed the theory
of double sampling. The problem of estimating finite
population mean in double sampling for stratification
has been studied by few researchers including Ige and
Tripathi (1987),Tripathi and Bahl (1991), Singh and
Vishwakarma (2007), Chouhan (2012) ,Sharma (2012),
Jatwa (2014), Tailor and Lone (2014a) and Tailor et al.
(2014b).

Let wus consider a finite  population

={U1,U2,U3,...UN} of size N in which strata weight

U
%,{ h=1,2,3,..L} are unknown. In these conditions we

Corresponding author: Med Ram Verma
E-mail address: medramverma@rediffmail.com

for double sampling for stratification is given below

(a) a first phase sample S of size n' using simple
random sampling without replacement is drawn
and auxiliary variates X and z are observed.

(b) the sample is stratified into L strata on the basis of

observed variables x and z. Let 7, denotes the

number of units in A" stratum (h=1,2,3,..,L)

L
such that n' =) n; .
h=1

(c) from each n; unit, a sample of size n, =v,n, is
drawn where 0<v, <1, {h=1,2,3,...,L}, is the
predetermined probability of selecting a sample
of size n, from each strata of size 7, and it

L
constitutes a sample S’ of size n =Y n,. In §'
h=1
both study variate ¥ and auxiliary variates x and
z are observed.
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Let y be the study variate and x and z are the two
auxiliary variate respectively. Let us define

L
X, =Z WX, .
h=1

mean X at second phase or double sampling mean of
the auxiliary variate x

Unbiased estimator of population

L
¥,=>.w5¥,: Unbiased estimator of population

h=1
mean Y at second phase or double sampling mean of
the study variate y

L
z,= >, w3z, Unbiased estimator of population
h=1

mean Z at second phase or double sampling mean of
the auxiliary variate z

=—Zx,”. Mean of the second phase sample

nh i=1

taken from A"
N IR
¥,=—2.%:: Mean of the second phase sample

hoi=1

taken from A" stratum for the study variate y
1 &

stratum for the auxiliary variate x

: Mean of the second phase sample

taken from 4" stratum for the auxiliary variate z

L

Ny
X-L >3 x,,: Population mean of the auxiliary

N h=1 i=1
variate x
_ 1 L N,
Y =V > >y Population mean of the study
h=1 i=1
variate y
L N,
=— ">z, : Population mean of the auxiliary
h=1 i=1
variate z

z_th: :

h i=l
the auxiliary variate x

:_zyhl .

/11]

the study variate y

stratum population mean for

stratum population mean for

=—Zx,” : h" stratum population mean for
h i=1
the auxiliary variate z

h )2 : Population mean square

Sy ZZ(xh,

h 1 i=1
of the aux111ary variate X

ZZ(ym

hltl

of the study variate y

S: ZZ(Zh;

h 1 i=1
of the aux1hary variate z
5 1 Ny

xh_Nh_l =

) : Population mean square

) : Population mean square

(x,~X,) : A" stratum population

mean square of the auxiliary variate x

2 13 7\ .
Syh :ﬁ;(yhi_Yh) :

mean of the study variate ¥

N
1§

Szh :m IZ:l: (Zhi _Zh )2 :

mean square of the auxiliary variate z

k" stratum population

k" stratum population

S
P = : Correlation coefficient between y
S}thh

and x in the stratum #,

=n—Zth First phase sample mean of the A"
h h=

stratum for the auxiliary variate x

=—sz First phase sample mean of the A"
Ty =1

stratum for the auxiliary variate z

S 2%: First phase sampling fraction.

L
n=Y n,: size of the sample S’
h=1
w, :n—’j: h" stratum weight in the first phase
sample

:_thxh

Unbiased estimator of population
nh h=1

mean X for the first phase
:—thzh : Unbiased estimator of population
nh h=1
mean Z for the first phase
Ige and Tripathi (1987) defined classical ratio and

product estimators in double sampling for stratification
as
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T :fds[_i]. (1.1)
ds

and

de = )_/ds (%} (1 '2)

where z is an auxiliary variate which is negatively
correlated with the study variate y and notations z
and z' have their usual meanings.

The biases and mean squared errors of estimators
Yze and yp, up to the first degree of approximation
are given by

B(fRd):%{i&[i—lj{Rleh —Syxh}} (1.3)

= n'\y,

_ 1| &WwW (1
B(Vpq )=7{;n—f[v——1jsﬂh} , (1.4)

= h

1
—_—— lj[ S)z,h + R12th - 2RISyxh

=

M-

S
TN

n - A%
S (1.5)
and
MSE (7,,)=S; (1_fj+
n
1 - 1 2 2¢Q2
_,ZVVh —-1 |: Svh +R2Szh + 2R2Syzh:|
n - Vh i
(1.6)
Srivenkataramana (1980) and Bandhyopadhyaya
. . NX —nx,
(1980) used the transformation x; =N—nx’ and
— —n
z = NZ —nz, on auxiliary variate X and z and obtained

dual to classical ratio and product estimator as

, (1.7)
and

2, Z

Y, =y| —

: y[fj. (1.8)
_. NX-nx . NZ-nz
where ¥ =——— and 7z =———  are

N-—-n N-—-n

unbiased estimators of population mean X and Z
respectively.

2. PROPOSED ESTIMATORS

Following  Srivenkataramana  (1980) and
Bondyopadhyayh (1980) transformation, we proposed
an alternative to Ige and Tripathi (1987) estimators in
double sampling for stratification as

1 —_— f*\,
Yra = Vas [Td,]
X

_)_}ds

. NX'-nX,
or = —_— 2.1
Yra fyl: N-n :| ( )
and
~ [z
Yea = Vas| =
st
o Vu N-—n
or = T — 2.2
Fra i'{NE'—nEdj 2.2)
. NX'-nXx _. Nz'-nz,

To obtain the biases and mean squared errors of the
proposed estimators V,, and ¥, we write

y.=Y(l+e), X, =X(l+¢), ¥=X(1+¢),
z,=Z(l+e,) and Z=Z(1+¢})

suchthat E(e,) = E(e,))= E (¢) = E(e,) = E (¢;)=0
and




66 | Hilal A. Lone et al. / Journal of the Indian Society of Agricultural Statistics 74(1) 2020 63—68

z2 7w ) X’
1 o(1-f roy. L (1=
ple )= 152 (L), Bl )5 =L s
, 1 (1- , 1 (1-
E(eoez)—ﬁ( n’fJSyz and E(elez)—ﬁ[ n'ijX:'

The biases and mean squared errors of the

proposed estimators 7, and V,, upto the first degree
of approximation are obtained as

— 1< 1
B(de):_%;ZVVh[__ljsyxha (2-3)

L
B()_/;d):%i,th [%‘Q[ngz Si+e Syzh]’ (2.4)

%im[i—lj[s;+g2Rfsfh—zgRlsm],

n h=1 Vh
(2.5)
and
MSE (5, ) Sj[l;f]+
1 & 1 2 2p2 a2
_,ZWh -1 |:Syh+g R2S2h+2gR2Syzh:|'
n oy Vh

(2.6)
3. EFFICIENCY COMPARISONS

The variance of usual unbiased estimator y, in
double sampling for stratification is given as

V(y,)= Sz(l fj pp [ —1} (3.1

Z w,S
Efficiency comparisons of proposed dual to ratio
estimator y,,

Comparisons of (2.5) with equation (1.5) and (3.1)
shows that

(i) MSE (7, )<V () if

o(1-F 1< _ 2p2¢2 _
s ( j n,ZW [— 1}[  + g’ RS2,
2gR]Syxh:|<S2[1 fj thS\Zh[ j

:>§ W( j[th+g RS -
2gRlvah:|<ZVVh S‘zh[ 1 _1]
: 1%

h=1 h

L 1 L 1
= ngZWh [v— - 1]53}, <2 ZWh (—— 1]SM (3.2)
h

h=1 h=1 h
(ii) MSE (7y, )< MSE (¥, ) if

Sz[lnfj ,Z‘W [;_lj[sz +2°R'S;, - 2gRlSyth<

-7 1
Sz( : J+n'ZWh(__lj S +RSE, -

1
(__1J|: yh +g2RIZSx2h _ZgRlSyxh:| <

~2RS,, |

W

=

~1|[ S}, +RS} ~2RS,,, |

h=1

iw,,[

= iWh [L—lJ[ g'R’S;, ~2gRS,, |<

h=1 Yy

iVVh (__IJ[RI th 2R Syxh:|

h=1

=R (g’ —I)ZW (i—l}sh <2(g- I)ZW {1—1}9
= v, h=1 Vi
(3.3)

Efficiency comparison of proposed dual to
product estimator y,,

Comparisons of equations (2.6) with equations
(1.6) and (3.1) shows that

() MSE(¥y, )<V (3,) if
s? (ﬂ) + iiWh [Vi - 1][ S% + @RS +2gR,S ., | <
h

1- 13 1
S? (Tf};ZWh th(—-lj

h=1

:im[l—lj[sz +g°R Szh+2gR2SyZh]<ZWh th[ ]
h h

Vi

h=

L 1 L 1
=R,g Wh(——l}yzzh <=2 E Wh[——l]Syzh (3.4)
h=1 vV, h=1 v,

:iWh(: 1}[ng S3,+2gR,S,., |<0
h
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(i) MSE ()7P y ) <MSE(y,,) if S\ 39360.68 22356.50
S 411.16 1536.24
[1 fj ZW [——1][ L+ g°R2S2 +2gR,S,,, | < -
n'is S, 38.08 287.92
1- 1
( f )+ ,Zm(——lj[sz + RS2, +2R,S ., | P 0.85 0.98
n o=
K o 0.89 0.93
1
= VV}:(__IJ[ )+ & RIS + 28RS, | < s 668351.00
h=1
L 1 Ty X
S, (__IJ[ 5 RS} 28,5, ] Population- II [Chouhan, S. (2012)
h=l Vi y: Snowy days,
L 1 x: rainy days and
= YW,| —-1|[ &RS2, +2gR,S,., | < '
= ) z: Total annual sunshine hours
L Constant Stratum I Stratum II
2
ZW,,(——IJ[R S, +2R,S,., | N . A
1
ny, 7 7
BRI 1 2 N 1
=R, (g _l)th —-1 zh<_2(g_1)ZWh —=1,, N 10 10
h=1 V}, h=1 Vh h
(3.5) Y, 142.80 102.60
Y Y n X 149.70 91.00
h == R == = h
where R 7 R Zandg Ne—n —
Z, 1630.00 2036.00
4. EMPIRICAL STUDY
. S, 6.09 12.60
To exhibit the performance of the proposed
estimators in comparison to other considered o 13.46 6.57
estlmators', tyvo populatlon. data set_s are being used. s, 102,17 103.46
The descriptions of population are given below.
. . S 18.44 23.30
Population I- [Source: Tailor et al. (2014b)]
. . S R )
y: Production (MT/hectare), x: Production in = 239.30 655.30
‘000Tons and z: Area in ‘000hectare S., -1073.00 -240.30
Constant Stratum I Stratum II o 0.22 0.28
n, 4 4
P -0.38 -0.50
n, 7 7 R
s, 528.43
N, 10 10 i
Y, 1925.8 3115.6 Table 1 reveals that the proposed ratio estimator ¥y,
= 144 1338 has maximum percent relative efficiency in comparison
f to usual unbiased estimator Y, and Ige and Tripathi
Zy >1.80 60.60 (1987) ratio estimator Y, for populations 1. Proposed
S, 615.92 34038 product type estimator ¥y, also has highest percent
< relative efficiency in comparison to usual unbiased
74.87 66.35 . — S
"’ estimator y, and Ige and Tripathi (1987) product
S, 0.75 4.84 estimator y,, .
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Table 1. Percent relative Efficiencies of ¥, Y4, > Vps» Ves and
Vr, With respect to ¥,

Estimat = = = — —
stimators Yas Yra Yea Yra Yra
Population I | 100.00 138.99 82.20 158.12 *
Population II | 100.00 80.66 104.24 * 106.66

* Not applicable

Table 2. Empirical exhibition of theoretical conditions given in
Section 3

Conditions for proposed dual to ratio Population- I

. —x
estimator y,,

if 23002.4<46287.9

L
(L2 S
h=1 b A=l -19169.7<-15429.3

MSE ¥y, ) < MSE (3,

MSE (33, )<V (74, |
L

R(g” - 1)ZVV/1 [ ljsx
Vi

2g- D3, (‘—ljs
h=1 V/, i

1
Vi
if
" <
yh

Conditions for proposed dual to product Population- II

estimator V74

MSE(3,) <V (74) i 359.94<670.92

L 1 L 1
Rzgz w, ( - 1}§zzh < _2th [ - l}yyzh

=1 v h=1 Vi

if

MSE (;,) < MSE (35, )

-294.3<-223.69

R,(g’ —I)ZW (—1
-2(g- I)ZW( l}&h

5. CONCLUSION

We have proposed an alternative to Ige and
Tripathi (1987) estimators with their properties. In
Section 3 the theoretical efficiency comparisons of the
proposed estimators with other considered estimators

have been given. The conditions under which the
proposed estimators have less mean squared errors in
comparison to usual unbiased estimator and Ige and
Tripathi (1987) ratio and product type estimators are
calculated empirically and tabulated in Table 2. The

proposed product type estimator V,, also has highest
percent relative efficiency in comparison to usual
unbiased estimator y, and Ige and Tripathi (1987)
product estimator Vp,. Thus the proposed estimators
are recommended for use in practice for estimating the
finite population mean provided the conditions given in
section 3 are satisfied.
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SUMMARY

An attempt has been made to propose a non-parametric stability index for crop varietal release based on the performance of a line for multiple
traits coupled with stability. Efficacy of this index has been demonstrated with real time data. It is evident from the results that the rank based non-
parametric measures computed based on the relative performance of a genotype as compared to others, may be more practically meaningful to come
out with stable lines either for release as variety or as a promising line in the ensuing crop hybridization trails. Measure of importance of the traits
worked out may also serve as a selection criterion for the breeders in their future hybridization trails. It is suggested to make use of this method in
varietal release program and can be extended for Multi-location trail (MLT) based release of crop varieties.

Keywords: Non-parametric stability, Okra, R- codes, Ranks, Varietal release.

1. INTRODUCTION

Horticultural crop improvement research is mainly
aimed to exploit the genetic diversity available in the
germplasm by employing various biometrical analysis
techniques and culminate with identifying stable lines
for release as variety either at institute level or across
locations. In doing so, the presence of genotype X
environment (GXE) interaction makes it difficult to
assess the genetic potential of a variety. Due to this,
it may so happen that a particular line may be high
yielding but may lack in quality and other important
crop protection traits (at least to the bench mark values
of several traits, as set by the check variety, upon which
improvement being attempted). Further, breeders too
may be interested to suggest the farmers, a line which
performs consistently well in all the evaluated traits
over all the years/seasons/locations, including the
trait(s) for which improvement was attempted, instead
of recommending a line which performs only in few
traits. This calls for employing comprehensive stability
analysis in crop improvement research.

Corresponding author: R. Venugopalan
E-mail address: venugopalan.r@icar.gov.in

The conventional parametric approach of stability
analysis is based on various stability measures
developed since 1966 and used extensively in various
horticultural crop improvement research (Onion:
Venugopalan and Veere Gowda (2005); Watermelon
(Venugopalan and Pitchaimuthu (2009); Chilli:
Venugopalan and Madhavi Reddy (2010)). It may
be noticed that through this parametric approach
contribution of each genotype to GXE interaction
was assessed solely based on their performance and
stability over years, and most importantly, for each
trait individually. However breeders are interested
in assessing the contribution of each genotype to GE
interaction based on their relative performance coupled
with stability over years and to give recommendation
based on collective performance across traits. This
calls for employing suitable non-parametric method.
Accordingly in this communication, by discussing
various non-parametric methods, a new index is
proposed with case studies in real time experiments
carried out in Okra at ICAR-IIHR, Bengaluru, which



70 R. Venugopalan et al. / Journal of the Indian Society of Agricultural Statistics 74(1) 2020 69-76

could be potentially used in any crop varietal release.
R-codes were built up for ease of analysis.

2. MATERIALS AND METHODS

Non-Parametric approach of stability analysis:

A number of nonparametric measures for assessing
yield stability have been proposed (Thennarasu, 1995;
Nassar and Huhn, 1987). These statistical measures are
based on the ranks of the genotypes in each environment
tested. The ranking is based on values of Yj; with lowest
Yj; value receiving the rank 1, the next higher value 2
and so on. The nonparametric measures based on yield
ranks of the genotypes in each environment are worked
out are below:

4]
, 1
(1
NE® =2 |yt — Ma,|
=1

)
2 1 |"1‘j‘_Md?|/
NE™ =~ Z{ Md;
}:

.
I5( —=®

. =,
E\r[_." r‘,__}..n

Np3 _4d
i i
5 n—1 n
o) A
i=1 |:_;|'.=_;I'+1
n—-1 =n
5P=2) Y Iny=ryl/incn-1)
; 3] Ly
I j=i+t

5P = (ny =) ftn=1)
J=1

n
sP = (r- )/
j=1

(&) — _?=1|T:‘:_J' _ﬁ|

‘ T

5

The rank r;; is determined based on the rank of
i genotype in jth environment (Yj;). The uncorrected
Yjj has the drawback that they may show significance
even when there is no GE interaction. Hence, rank rj;«
is determined based on corrected phenotypic values
Y*ij=[Yij—"ITl,], Y, being the mean performance of i
genotype. The corrected values depend only on the GE
interaction and error components. Mdi* is the median
ranks for adjusted values. These measures are widely
used to assess the stability for different characters

individually in crop improvement research. A detailed
study from practical point of view is discussed in Ravi
etal, 2013.

Pros and cons of Non-Parametric approach of
stability analysis:

There is an ample justification for the use of
non-parametric measures in the assessment of yield
stability of crop varieties. Chief advantages are: (i)
No assumptions about the phenotypic observations
are needed, (i) Sensitivity to measurement errors or to
outliers is much less compared to parametric measures,
(ii1) Additions or deletions of one or a few genotypes
do not cause distortions to non-parametric measures.
(iv) Most of the time, the breeder, is concerned with
crossover interaction, an estimate of stability based on
rank-information, therefore, seems more relevant, (v)
These measures are particularly useful in situations
where parametric measures fail due to the presence of
large non-linear GEI. For these reasons, non-parametric
measures are widely employed in the selection of crop
varieties especially when the interest lies in cross over
interaction (Raiger and Prabhakaran, 2001). It is a
known fact that the non-parametric methods are less
powerful than their parametric counterparts. Simulation
studies conducted against this background by Raiger
and Prabhakaran (2001) have shown that when the
number of genotypes in the trial is fairly large, the
power efficiency of the nonparametric measures will
be quite close to those of the parametric measures.

Non-Parametric approach for crop varietal
release developed at ICAR-ITHR

In the foregoing non-parametric approaches
discussed for crop stability analysis, it may be pertinent
to observe that these statistical measures are based on
the ranks of the genotypes in each environment tested,
either deduced from the average rank or median rank.
Further, all these measures are computed individually
for all the traits based on the rank performance of each
genotype. However, it is obvious for any researchers
to attach more weight a group of traits, which were
lacking in the released varieties, as compared to
other traits. Further, arbitrarily assigning weights to
the evaluated traits may favour the researchers in the
final recommendation. Also, from practical point of
view, crop breeders may be interested to suggest the
farmers, a line which performs consistently well in
all the evaluated traits over all the years/seasons/
locations, instead of a line which performs only in
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few traits. Hence, by taking into these considerations,
positive and negative traits, an approach was adopted
wherein based on the stability over replications in a
year/location coupled with consistency over years/
locations, suitable weights were worked for the traits.
To this end, an attempt has been made to suggest a
non-parametric based index (termed as Venugopalan
index) by assessing the contribution of each genotype
to GE interaction based on their relative performance
(performance of a genotype compared to others) and
stability over years, simultaneously based on various
traits in Okra crop improvement research. The step-by
step procedure is described as a flow chart.

Objective: Selection of best line over different
traits across different environments (years).

Data requirement:

e Data of minimum 3 years/seasons of a location (or
over location) with 3 replications each for all traits.

* Pre-defined objective of the data (to be decided
based on the objective of the research envisaged
by the breeder) to decide the positive or negative
traits among the evaluated traits to be studied.
For example, disease/pest incidence trait/days
to flowering, dwarf cultivar (if aimed at), should
take reverse ranking (negative trait) as compared
to yield, fruit weight, plant spread, no of nodes.
This has to be solely decided by the crop breeders.
However, weightage of the traits would be decided
based on the approach envisaged as below.

Okra: Eight hybrids of okra were evaluated over three
continuous periods 2014-15,2015-16 and 2016-17
for eight different traits viz., Days to 1st flowering,
Fruit Length (cm), Fruit Diameter (cm); No of
branches, Plant height (cm); Fruit weight (g); Yield
(t/h); Incidences of Yellow Vein Mosaic Virus,
YVMYV (%) at the experimental plot of Division of
Vegetable Crops, ICAR-IIHR was considered for
this present study.

Steps

* Standardization of data: It is required as characters
are measured in different scales.

(x—x)

o

7=

*  GLM without interaction: Run univariate ANOVA
for all characters by taking different environments

as replication (average of replication in every year
is pre-considered).

. 1 o
Precision factor: Take y; = TasE 50 that trait with

least error will get highest importance.
i\ .
MSE == (%~ F)?
i=1

Weightage: Proportion of individual y; is taken
over total Y (given as pie chart)
Y =X Vi, w; =}—;x 100
Difference: Take the difference of individual value
(x;) and the check (x,)
Positive character: Individual value - check value,
d=%;— %,
Negative character: Check value - Individual value,
d = .'f c— .'f i
Superiority %: This is calculated by dividing the
differenced value by check value and multiplying
d
by 100, S =—x 100
C

~
e Standardization of data is required as characters are measured in
different scales.

&

¢ Run univariate ANOVA for all characters by taking different
GLMwithout  environments as replication,

e Take yizl/\fEMS so that trait with least error will get highest
importance.

 Proportion of individual y; is taken over total Y (given as pie chart}
* =3y, wi=y;,Y'x100

&K

e Take the difference of individual value and the check
¢ Positive character: Individual value - check value

Difference | , Nogative character: Check value - Individual value P,

*This is calculated by dividing the differenced value by check value and
multiplying by 100

«

*This is calculated using a logical statement viz, if the superiority % value
multipled with respective weightage is exceeding the check value then
Indexvalue| retain that value else take the check value.

*Sum the index value over all characters for genotypes.

*Final score with highest positive value will be selected as a best line.

&L

Fig. 1. Flow chart of Non-Parametric approach for crop
varietal release developed at ICAR-ITHR
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Index value: This is calculated using a logical
statement viz, if the superiority % value multiplied
with respective weightage is exceeding the check
value then retain that value else take the check
value, I=if (S*W>x, § + Wi, x )

Final score: Sum the index value over all characters
for genotypes. F = Xi=q;

Selection: Final score with highest positive value
will be selected as a best line.

R code

data=read.table(file.choose(), header=TRUE,

row.names=1) # data file name stability test- folder R
stability

3.

install.packages(“phenability’)
library(phenability)

thsu(data, interaction=TRUE)
nahu(data, interaction=TRUE)

RESULTS AND DISCUSSION

Results of wvarious non-parametric measures

worked for several traits are presented as below.

i) Days to flowering

Means x N1
w K] T
< 4 4 6
@ 4
3 2
[
1
- E
T T T T
38 40 42 44
Meang;enotypic
Means x N3
o LT
~ 6
©w - -8
w - 4,
~ .
2
@ 4 .
3
~ 4 .
5
* T T T T
38 40 42 44
Meang;cnotypic

>thsu(data, interaction=TRUE)
$ThSu Hybrid Mean N1 N2 N3 N4
1 OKMSH-3 36.89 0.67 0.08 0.11 0.04
2 OKMSH-1 39.00 1.33 0.27 0.34 0.27
3 OKMSH-2 37.77 1.33 0.21 0.31 0.00
4 OKMSH-4 38.42 2.00 0.31 0.51 0.39
5 OKMSH-7 39.09 0.33 0.08 0.12 0.08
6 OKMSH-9 42.50 2.00 1.00 1.07 0.57
7 Shakthi(CC*) | 45.00 2.33 1.17 1.85 1.40
8 AC-1685 41.67 2.33 0.47 0.74 0.08
*Commercial Check
>nahu(data, interaction=TRUE)
Hybrid Mean S1 S2 S3 S6
1 OKMSH-3 | 36.89 0.33 1.00 1.00 1.33
2 OKMSH-1 | 39.00 1.33 433 0.50 0.50
3 OKMSH-2 | 37.77 0.00 5.33 2.88 1.53
4 OKMSH-4 | 38.42 2.00 10.33 3.96 1.65
5 OKMSH-7 | 39.09 0.33 0.33 0.40 0.40
6 OKMSH-9 | 42.50 1.33 9.33 0.10 0.20
7 Shakthi 45.00 2.33 14.33 0.09 0.18
8 AC-1685 | 41.67 0.33 14.33 3.34 1.31
Means x N2
~ N
© — -5
w - 8
< - 4.
o - S
~ o 5
- ‘ R ‘ | ‘
38 40 42 44
MeaNonepoiye
Means x N4
w© — T
~ ‘6
© — 4-
w 2,
< K
o - “
1
- o ‘ | ‘
38 40 42 44
MeaNonepoiye

Fig. 2. Performance of N1-N4 measures based on mean phenotypic values for the character days to flowering
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Table 1. Ranking of okra genotypes based on Thennarasu NP Table 2. Ranking of okra genotypes based on Thennarasu NP
measure & Nasser and Huehn NP measure for the character days measure & Nasser and Huehn NP measure for the character days
to flowering to fruit weight
Hybrid | N1 | N2 | N3 | N4 | S1 | s2 | S3 | s6 Hybrid | N1 | N2 | N3 | N4 | S1 | s2 | S3 | s6
1 [OKMSH3| 2 | 1 | 1 | 2|2 |2]|5]°6 1 |OKMSH3| 6 | 4 | 4 | 5 |6 | 6| 7|7
2 | OKMSH-1 3 4 4 5 5 3 4 4 2 | OKMSH-1 1 1 1 1 2 1 1 2
3 OKMSH-2 3 3 3 1 1 4 6 7 3 | OKMSH-2 | 4 3 3 2 2 4 5 5
s lokmsa7!l 1 1 1 1 214l 2111313 5 |OKMSH-7| 5 | 7 | 7| 6 | 4 | 5| 4 | 4
6 lokmstol s | 717171 5151 21 2 6 |OKMSH9 | 2 | 8 | 8 | 4 | 1 | 2 | 2 |1
| shakmi | 7 1 s 1 s s 138l 7111 7 | Shakthi | 7 | 5 | 5| 6 | 6 | 7| 8 | 8
s lactess | 7 1ol el sl ol 71715 8 | AC-1685 | 2 | 2 | 2| 3| 4| 2|3 |3
It may be observed that the hybrid OKMSH-3 iii) Yield
has performed consistently well across most of the ~ ~‘hsu(data interaction=TRUE)
measures, followed by OKMSH-7 for days to flowering. $ThSu
Graphical representation of mean phenotypic value Hybrid | Mean | NI N2 N3 N4
against the ranked measures (Fig.2) depicted also 1 OKMSH-3 | 20.82 | 133 1.33 127 | 1.00
indicated pictorially the results presented in Table 1 for 2 | OKMSH-1 | 1535 | 067 | 0.11 0.14 | o.11
the measures N1 to N4. Similar pictorial representation 3 OKMSH-2 | 16.12 | 200 | 029 | 042 | 0.1
for other measure/traits the ranks depicted in Table 1. 4 | OKMSH-4 | 16.60 | 1.67 | 033 0.50 | 0.08
ii) Fruit weight 5 OKMSH-7 | 19.46 | 233 1.17 1.85 1.40
>thsu(data, interaction=TRUE) 6 OKMSH-9 | 1638 | 2.00 | 050 | 0.61 0.38
7 Shakthi | 15.38 | 1.33 019 | 026 | 0.15
Hybrid Mean N1 N2 N3 N4
8 AC-1685 | 1550 | 2.00 | 040 | 044 | 035
1 | OKMSH-3 | 2457 | 2.00 029 | 047 | 033
2 | OKMSH-1 | 2556 | 067 | o0.11 0.16 | 0.11 >nahu(data, interaction=TRUE)
3 | OKMSH-2 | 2565 | 133 0.27 032 | 013 Hybrid Mean | SI S2 s3 S6
4 | OKMSH-4 | 2490 | 233 0.67 0.68 0.48 1 OKMSH-3 | 20.82 | 133 | 433 | 009 | 0.17
5 | OKMSH-7 | 2730 | 167 0.83 077 | 038 2 OKMSH-1 | 1535 | 067 | 100 | 267 | 133
6 | OKMSH-9 | 2820 | 1.00 1.00 | 094 | 025 3 OKMSH-2 | 16.12 | 067 | 933 | 467 | 2.00
7 Shakthi 26.49 233 0.33 0.58 0.38 4 OKMSH-4 | 16.60 | 0.33 7.00 0.57 0.57
8 AC-1685 25.76 1.00 0.20 0.26 0.21 5 OKMSH-7 | 1946 | 233 | 1433 | 0.09 0.18
6 OKMSH-9 | 1638 | 1.67 | 1033 | 1.00 | 0.71
>nahu(data, interaction=TRUE) -
7 Shakthi 1538 | 1.00 | 433 | 029 | 057
Hybrid Mean | S1 S2 S3 S6 8 AC-1685 | 1550 | 2.00 | 933 | 2.60 | 1.40
1 | OKMSH-3 | 2457 | 2.00 | 12.00 | 467 | 2.00
P OKMSH-1 | 2556 0.67 133 0.05 021 Table 3. Ranking of okra genotypes based on Thennarasu NP
3 OKMSH2 | 25.65 0.67 200 ol 0.96 measure &Nasser and Huehn NP measure for the character yield
4 OKMSH-4 | 2490 | 233 16.33 3.64 1.52 Genotypes | N1 | N2 | N3 | N4 | S1 | S2 | S3 | S6
5 | OKMSH-7 | 2730 | 100 | 633 | 042 | 042 Il |OKMSH3 | 2 | 8 | 7 | 7 |5 |2 |1 ]1
6 | OKMSH-9 | 2820 | 033 | 233 | 009 | 0.17 2 |OKMSH1 | 1 |1 [1 ]2 ]2 ]1]7]6
7 Shakthi | 2649 | 2.00 | 1433 | 7.82 | 236 3 |OKMSH2 | 5 | 3 |3 1212 ]5 |88
8 | AC-1685 | 2576 | 100 | 233 | 028 | 040 4 |OKMSH4 | 4 | 4 | 5 | L |1 | 4] 4]3
5 |OKMSH-7 | 8 | 7 | 8 | 8 | 8 | 8 | 2 | 2
It may be observed that the hybrid OKMSH-1 6 |OKMSH-9 | 5 | 6 | 6 | 6 | 6 | 7| 5|5
has performed consistently well across most of the 7 Shakthi 202|244 | 2|33
measures, followed by AC-1685 for fruit weight. 8 | AC-1685 | 5 | 5 | 4 | 5| 7|5 ]| 6|7
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It may be observed that the hybrid OKMSH-1

has performed consistently well across most of the

measures for Yield.
iv) Incidence of YVMV

>thsu(data, interaction=TRUE)

$ThSu

Hybrid Mean N1 N2 N3 N4

1 OKMSH-3 | 8.94 0.33 0.06 0.08 0.00

OKMSH-1 | 11.11 1.33 0.24 0.38 0.27

OKMSH-2 | 5.44 2.00 0.31 0.39 0.30

OKMSH-4 | 11.20 2.00 0.36 0.61 0.43

OKMSH-7 | 8.26 1.00 0.18 0.29 0.21

OKMSH-9 | 12.86 2.00 0.67 0.87 0.11

Shakthi 9.20 0.33 0.07 0.10 0.00

X | [ |n B W[

AC-1685 | 81.59 233 2.33 3.30 0.00

>nahu(data, interaction=TRUE)

Hybrid Mean S1 S2 S3 S6

1 OKMSH-3 8.94 0.00 0.33 0.17 0.33

OKMSH-1 11.11 1.33 5.33 1.63 1.00

OKMSH-2 5.44 2.00 10.33 1.36 1.14

OKMSH-4 11.20 2.00 12.00 2.58 1.23

OKMSH-7 8.26 1.00 3.00 3.16 1.36

OKMSH-9 12.86 0.33 10.33 0.33 0.33

Shakthi 9.20 0.00 0.33 0.28 0.40

|V |||

AC-1685 81.59 0.00 16.33 0.00 0.00

Table 4. Ranking of okra genotypes based on Thennarasu NP
measure & Nasser and Huehn NP measure for the character

incidence of YVMV
Hybrid NI | N2 | N3 | N4 | S1 S2 S3 S6
1 OKMSH-3 1 1 1 1 1 1 2 2
2 OKMSH-1 4 4 4 6 6 4 6 5
3 OKMSH-2 5 5 5 7 7 5 5 6
4 | OKMSH-4 5 6 6 8 7 7 7 7
5 OKMSH-7 3 3 3 5 5 3 8 8
6 | OKMSH-9 5 7 7 4 4 5 4 2
7 Shakthi 1 2 2 1 1 1 3 4
8 AC-1685 8 8 8 1 1 8 1 1

It may be observed that the hybrid OKMSH-3
has performed consistently well across most of the
measures, for the incidence of YVMV.

Similar analysis was carried out for the remaining
4 traits and it was noted that different hybrids were
ranked best across different measures and there was no
consistency. Accordingly, new index as discussed was
adopted which was based on assigning derived weights

(Fig.10) for all the traits and collective ranking based
on all the traits.
Table 5. Results based on combined index for Okra

(Non-Parametric approach for crop varietal release
developed at ICAR-IIHR)

Name of the ITHR NP (Venugopalan’s NP measure)

hybrid Value Rank
OKMSH-3 1034.48 2
OKMSH-1 239.52 6
OKMSH-2 1223.67 1
OKMSH-4 353.43 4
OKMSH-7 676.85 3
OKMSH-9 265.59 5
Shakthi 205.00 7
AC-1865 100.00 8

Weightage for traits based on non-paramtric stability mesaure

= L SHDays to first flowering

M Fruit length (cm)

W Fruit diameter (cm)

H No. of branches

M Plant height (m)
Fruit weight (g)

M Total yield (t/ha)

M Incidences of YYMV (%)

‘Weightage was based on data values recorded: more stable across
replications /years for the evaluated genotypes, higher is the weightage.

Fig. 10. The weightage of various traits computed (for combined non-
parametric index) Okra

Efficiency of combined index over the individual
trait based index

Based on combined index, results revealed that the
lines OKMSH 2, 3, 7 (in the same order) as superior
with highest NP value as 1223.67(OKMSH 2) over
all the evaluated traits. This is probably due to the
higher weight assigned to the trait incidence of Y VMYV,
(incidence being least in OKMSH2) in addition to
yield. Thus, there is a scope for releasing OKMSH2.,3
and 7 as hybrids based on combined performance of all
the characters.

4. CONCLUSION

In any crop improvement research, unpredictable
environmental variation directly results in reduced gain
due to selection, as the presence of G X E interaction
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would directly reduce the accuracy of prediction of
genetic value. Stability solely based on single or 2-3
traits alone may not be sufficient, as the breeders expect
that a hybrid /variety should also possess stability in
desirable characters of other characters. A rank based
non-parametric method has been suggested to identify
a line/genotype evaluated over years as the best for
varietal release simultaneously based on its superior
performance over all traits, instead of one or two traits.
Using the desired weights for individual traits arrived
at based on its stability over years & within year
replications, instead of assigning arbitrary weights, best
lines were identified. Traits to be given reverse ranking
(based on the improvement sought by the breeders over
the existing cultivar) and direct ranking were also taken
into consideration. It is suggested to make use of this
method in varietal release / identification program and
can be extended for MLT based varietal release.
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Annexure: R code for combined Index

rbd=read.csv(“D:\\1.Chaithra\\R\\np new.csv”’)# take the standardized value
res1<-aov(A~as.factor(Rep)+as.factor(Trt),data=rbd)
res2<-aov(B~as.factor(Rep)+as.factor(Trt),data=rbd)
res3<-aov(C~as.factor(Rep)+as.factor(Trt),data=rbd)
res4<-aov(D~as.factor(Rep)+as.factor(Trt),data=rbd)
res5<-aov(E~as.factor(Rep)+as.factor(Trt),data=rbd)
res6<-aov(F~as.factor(Rep)+as.factor(Trt),data=rbd)
res7<-aov(G~as.factor(Rep)+as.factor(Trt),data=rbd)
res8<-aov(H~as.factor(Rep)+as.factor(Trt),data=rbd)

summary(resl)

summary(res2)

summary(res3)

summary(res4)

summary(resS)

summary(res6)

summary(res7)

summary(resg)

X<-¢(0.479, 0.300, 0.619, 0.234, 0.259, 1.024, 0.146, 0.071)# mse of each
variable

Y<-1/sqrt(X)
Z<-Y/sum(Y)*100
Z# weightage for each variable

CW<-as.matrix(read.table(file.choose(), header=TRUE, TOW.
names=1))#CW=Check value and weight
MD-<-as.matrix(read.table(file.choose(), header=TRUE, TOW.

names=1))#MD=mean data

D<-cbind ((MD[,1]-CW[1,1]), (MD[,2]-CW[2,1]), (MD[,3]-CW[3,1]),
(MD[,4]-CW[4,1]), (MD[,5]-CW[5,1]), (MD[,6]-CW[6,1]), (CW[7,1]-
MDI,7]), (CW[8,1]-MD[,8]))

S<-cbind  ((D[,1/CWI[1,1])*100, (D[,2)/CW[2,1]*100),
CWI[3,1])*100, (D[,4)/CW[4,1]*100), (D[,5]/CW[5,11*100),
CW[6,11*100), (D[,7)/CW[7,1]*100), (D[,8]/CW[8,1]*100))
W1<-CW[1,2]

W2<-CW[2,2]

W3<-CW([3,2]

W4<-CW[4,2]

W5<-CW[5,2]

W6<-CW[6,2]

W7<-CW[7,2]

W8<-CW[8,2]

I1<-cbind((S[,1]*W1), (S[,2]1*W2), (S[,3]*W3), (S[,41¥*W4), (S[,5]*W5),
(SL61*W6), (S[,71*W7), (S[.8]*W8))

TA<-bind(Gf (T1[1L,I1>W1) {(I[LID} else (WD), (f (1[2,1]>W1)
(IL[2,1])} else (WD), Gf [I1[3,1]>W1) {A1[3,1])} else {(WD)}).(if
I1[4,1>W1) {(11[4,1])} else {(WD)}), (if A1[5,11>W1) {(I1[5,1])} else
{(WD)}), Gf (I1[6,11>W1) {(I1[6,1])} else {(WD)}), Gf I1[7,1]>W1)
{(IL[7,1])} else LW D)), (if (I1[8,1]>W1) {(I1[8,1])} else {(W1)}))
IB<-rbind((if (I1[1,2]>W2) {(II[1,2])} else {(W2)}), (if (I1[2,2]>W1)
(T1[2.2])} else {(W2)1), (f (I1[32]>W1) {(T1[3,2])} else {(W2)}),(if
(I1[421>W1) {(11[4,2])} else {(W2)}), (if (1[52]>W1) {(11[5,2])} else
(W2)}), (f (1[6,21>W1) {(11[6,2])} else {(W2)}), (f (I1[7,2]>W1)
((I1[7.2])} else {(W2)}), (if (T1[8,2]>W1) {(T1[8,2])} else {(W2)}))
IC<-rbind((if (I1[1,3]1>W3) {(I1[1,3])} else {(W3)}), (if (I1[2,3]>W1)
{(I1[2,3]D)} else {(W3)}), (if (1[3,3]1>W1) {(I1[3,3])} else {(W3)}),(if
(11[4,3]>W1) {(I1[4,3])} else {(W3)}), (if (I1[5,3]>W1) {(I1[5,3])} else
{(W3)}), (f (I1[6,31>W1) {(11[6,3])} else {(W3)}), Gf (I1[7,3]>W1)
{I1[7.3D)} else {(W3)}), (if (I1[8,3]1>W1) {(I1[8,3])} else {(W3)}))
ID<-rbind((if (I1[1,4]>W4) {(11[1,4])} else {(WH)}), (if (I1[2,4]>W1)
{(I1[2,4])} else {(W4)}), (if (1[3,41>W1) {(11[3,4])} else {(WH}),(if
(11[4,41>W1) {(I1[4,4])} else {(W4)}), (if (I1[5,4]>W1) {(I1[5,4])} else
{(W4)}), (f (1[6,41>W1) {(11[6,4])} else {(W4)}), (if (I1[7,4]>W1)
{AI[7.4D)} else {(W4)}), (if (1[841>W1) {(I1[8.4])} else {(W4)}))

(DL3Y
DLy
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[E<-rbind((f (I1[1,5]>W5) {(I1[L,5])} else {(W5)}), (if (I1[2,5]>W1)
(12,5} else {(W5)}), (f (I1[3,5]>W1) {(I1[3,5])} else {(W5)}),(f
(I1[4,51>W1) {(I1[4,5])} else {(W5)}), (if (I1[5,5]>W1) {(I1[5,5])} else
{(W3)}), (f (11[6,5]>W1) {(11[6,5])} else {(W5)}), (if (I1[7.5]>W1)
{A1[7,5]} else {(W5)}), Gf (11[8,5]>W1) {(I1[8,5])} else {(W5)}))

[F<-rbind((if (I1[1,6]>W6) {(I1[L6])} else {(W6)}), (if (I1[2,6]>W1)
(126D} else {(W6)}), (if (I1[3,6]>W1) {(I1[3,6])} else {(W6)}),(if
(I1[4,61>W1) {(I1[4,6])} else {(W6)}), (if (I1[5,6]>W1) {(I1[5,6])} else
{(W6)}), (if (11[6,6]>W1) {(11[6,6])} else {(W6)}), (if (I1[7.6]>W1)
{I1[7,6])} else {(WO)), (if (11[8,6]>W1) {(I11[8,6])} else {(W6)}))

IG<-tbind((if (I1[1,7]>W7) {(I1[1,7])} else {(W7)}), (if (I1[2,7]>W1)
(A7)} else (WD), (f (1[3,7]>W1) {(I1[3,7])} else {(W7)}),(f

(I1[4,7]>W1) {(I1[4,7])} else {(W7)}), (if (I1[5,7]>W1) {(I1[5,7])} else
{(W7D)}), (f (11[6,7>W1) {(11[6,7])} else {(W7)}), (if (1[7,7]>W1)
{(I1[7,7])} else {(WT)}), (if (A1[8,7]>W1) {(11[8,7])} else {(W7)}))
TH<-rbind((Gif (I1[1,8]>W8) {(11[1,8])} else {(W8)}), (if (I1[2,8]>W1)
{(11[2,8])} else {(W8)}), (if (I1[3,8]>W1) {(I1[3,8])} else {(W8)}),(if
(11[4,8]>W1) {(I11[4,8])} else {(W8)}), (if (I1[5,81>W1) {(I1[5,8])} else
{(W8)}), (if (I1[6,8]1>W1) {(I1[6,8])} else {(W8)}), (if (I1[7,8]>W1)
{(11[7,8])} else {(W8)}), (if (11[8,8]>W1) {(11[8,8])} else {(W8)}))
IV<-cbind(IA, IB, IC, ID, IE, IF, IG, IH) #IV= Index value
FS<-c(rowSums(IV)) # FS= final score

rank(-FS)
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SUMMARY

Web based software use ontologies to keep the web one step ahead from the conventional web. Ontology based software architecture makes the
platform suitable to work together for human as well as machine. By means of Ontology the unstructured knowledge is easily converted into the
structured one. Soil Taxonomy Ontology developed for USDA soil taxonomy by Das (2010) and Das et al. (2012) for soil orders available in India
is available to only sub group level. In this work developed knowledgebase is used to develop web based software with N-tier architecture and the
ontology has been extended up to family and series level. It also covers all the twelve order of USDA Soil Taxonomy and provides the state wise
series description of the soil. Search module of the software provides the exclusive search of the soil taxonomy and the edit module provide the facility
to add, delete and edit facility of the ontology information. Additionally we have developed an algorithm for automated ontology learning from the

taxonomic texts with a case study of soil taxonomy.

Keywords: Semantic web, Ontology, N-tier architecture, Ontology learning.

1. INTRODUCTION

Ontology is the heart of the semantic web and also
acts in synergy with software agent and semantic web
[Berners-Lee ef al., 2001]. Ontology helps in many
ways to better describe the information of the web and
their internal relationships. The main building block
of the ontology is the statements. Statement defines
concepts, relationships and imposes constraints to
the concepts. Conceptually, this is very similar to the
database schema or an object oriented class diagram.
Across applications, communication can easily be
achieved with the help of inbuilt ontology in the
application. Although the scratch building of ontology
is a very difficult task but once it is built; it can easily
be extended and reused extensively.

The classic examples of developed ontologies are
Gene Ontology [Gene Ontology Consortium (2000)] and
Plant Ontology [Plant Ontology Consortium (2002)].
AmiGO functions as Browsing and searching tool for

Corresponding author: Chandan Kumar Deb
E-mail address: chandan.iasri@gmail.com

retrieving the data in Gene Ontology. Taxonomy has a
great correspondence with the ontology. A methodology
for conversion of taxonomies to ontology was
proposed by Bedi and Marwaha (2004). The proposed
methodology is tested and implemented for a pilot
soil ontology using the IEEE standard Web Ontology
Language (OWL) and protégé 2.1 OWL plug-in. OWL
is the W3C recommendation for describing Ontology
[Dean et al, 2003]. Ontology-based intelligent
retrieval system for soil knowledge [Ming et al., 2009]
is a system which searches documents related to soils
by using soil domain ontology. This system retrieves
information like “Relationship between Laterite soil
and air pollution”. Ontology Based Expert System
[Bedi and Marwaha, 2005 and Marwaha, 2008]
provides facilities to diagnose diseases and identify
insects.

Soil Taxonomy Ontology has been built [Das
(2010) and Das et al. (2012)] for USDA soil Taxonomy
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[USDA, NRCS (2010)] based on soil morphology
that can be observed and measured in the field. In his
work, a detailed study of the USDA soil taxonomy
can be done by a given query interface, but his work
didn’t cover the taxonomy in totality. It only covered
the seven orders among the twelve order of the USDA
Soil Taxonomy. It also didn’t cover the hierarchy up
to the family and series level of the soil taxonomy.
The developed Soil Taxonomy Ontology contains the
information up to the sub group levels i.e. the family
and series of the taxonomic hierarchy of the developed
seven orders of soil ontology.

Under the present research work the Soil Taxonomy
Ontology has been extended in two ways. Firstly, the
existing seven orders are extended to the series level
and secondly, the remaining five orders of the soil are
also added to the taxonomy up to the subgroup level.
All the user privileges remains intact in this research
work and additionally two module namely state wise
series description module and information edit module
has been incorporated to the system. To overcome
the shortcomings of the manual ontology building we
have developed an algorithm for automated Ontology
Learning with a case study of Soil Ontology.

2. MATERIAL AND METHODS

The Soil Taxonomy Ontology is a web based
software with N-tier architecture. Entire application
is developed based on two main tasks. First task is
development of the user interface or the front end and
the second task is the development of the back end
which consists of database and knowledge base. These
two ends of the software are bridged up by different
java API (application programming interface).

2.1 Architecture of the Software

S

|

Knowledge Base O | | ’
08 =,
- sl (N

—

Back End

|

Front End

Fig. 1. Architecture of the Software

2.2 Schematic Process Flow of Development of the
Software

Total process of the software development is
described by the schematic diagram given in the Figure
2.2. Here we have used the USDA soil taxonomy as an
information source for the development of the ontology.
This is fed into the process flow of the development.
In this process flow the identification of ontological
building block i.e. class, instance, properties etc has
been identified. After that the population of the ontology
is done and the user interface is developed.

Identification of f )
USDA Soil I classes, interface Enhancement of
Taxonom and properties L the Ontology )
Update user information/

Temporary Ontology Update v

information  CE—
Populating Populating the
the Database Ontology
AN

o Development of
User Activity User Interface

Edit Ontology/Query Ontology

Fig. 2. Process flow of the development of soil taxonomy ontology

2.3 Identification of ontology Class, Individuals and
Properties

2.3.1 Class Identification

Identification of class is the most important task
of any ontology building. The names of the Orders,
the formative element in the Order name, used as an
identifier atlower categorical levels, derivation or source
of the formative element and the mnemonicon for each
Order. Each Suborder name consists of two syllables.
The first is suggestive of the class (i.e. Suborder), and
the second name of the Order is as reflected by the
formative element (e.g. oll for Mollisol). Likewise,
the names of Great Group are coined by prefixing one
additional prefix (formative element) to the appropriate
Suborder name. Subgroup names consist of the name
of the appropriate Great group modified by one more
adjective. Families, in this category, the intent has been
to group the soils within a subgroup having similar
physical and chemical properties that affect their
responses to management and manipulation for use.
For Series, the local name is used for the class name.
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Examples:

Supposethe series Zaheerabadhas the classification
Clayey skeletal kaolinitic isohyperthermic Kandic
Paleustalfs

alfs is used for order Alfisols, ustalfs is used for
the suborder ustalfs, Paleustalfs is used for the Great
group, Kandic Paleustalfs is used for the sub group. So
the family Clayey skeletal kaolinitic isohyperthermic
Kandic Paleustalfs is the sub class of Kandic
Paleustalfs class and the series Zaheerabad is the sub
class of this family. In this manner a particular family
or series are added to this ontology [Fig. 3.2].

In Soil Ontology the hierarchy is:

Order (Alfisols) Sub order (Ustalfs) Great group
(Paleustalfs) Sub group (e.g. Kandic Paleustalfs)
Family (e.g. Clayey skeletal kaolinitic isohyperthermic
Kandic Paleustalfs) Series (e.g. Zaheerabad)

2.3.2 Individual Identification

According to the object oriented programming
concepts, Individuals are the physical existence of
the class. Like class identification for the ontology
development, individual identification of every class is
very important. For taxonomic class of the soil ontology
we have used the same name as the class name. In case
of property class like Basic_Property Alfisols, we have
created the property as individuals for order Alfisols.

In the same manner each and every classes are
populated with different individuals.

2.3.3 Property Identification

Constructs and populates of Ontology are very
much dependent on the property identification. Property
is a very important component, because the two related
class can only be joined by the property. On the basis of
the related class, the property has been identified.

2.4 Tools and Technologies for Soil Ontology

The software development process is dependent
in many ways on technology which is used for
the development of the software. This software is
developed using Java technology and total development
process has been done on the Integrated Development
Environment (IDE) Netbeans 6.9. All the development
has been done through JDK 1.7 and additionally some
API has been used to deal with the ontology.

In JEE 2.0 the web interface has been developed.
The front end was developed by HTML, CSS and
JavaScript. Apart from the core java class some of the
programming is done through the JSP pages.

In the back end of the software has been divided
into two parts. First part is the Database and Second
part is the Knowledgebase. Behind the database
development we used Microsoft SQL Server 2008

=77
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enter your query here

Search

Soil Taxonomy Ontology

Weilcome Guest / login

Soil Taxonomy Ontology is a Ontolegy based USDA Soil Taxonomic Classification system. In USDA
Soil Taxonomic classification, all soils found in world wide are categorised into 12 orders. This system

contains information about all the 12 orders. These orders are
» Alfisols (13.55%) « Andisols (04.28%)

» Ultisols (02.51%) « Vertisols {08 52%)

« Gelisols (13.00%) « Histosols (2.00%)

Entisols (28 08%) » Inceptisols (39.74%)
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« Utisols (03.65%) « Spodosols (03.55%)
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Advance Search navigation key you would be able to search Orders, Suborders, Great groups,
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groups and sub groups of Alfisols order only. These navigation keys are available to you after login. In

the search panel you could search information about orders, suborders, great groups, sub

Forgot Password

groups,Family and Sernes of orders by putting their names in search box. All information about the Soil

Taxonomy is come from USDA Key to Soil Taxonomy, Eleventh Edition, 2010

Search

Contact Us

Fig. 3. Home Page of the Soil Taxonomy Ontology Software
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and for the knowledgebase we used Protégé 3.4.6.
Interaction of the front end with the back end has been
done through the different java API. To connect to the
database we have used the conventional JDBC Bridge
but the connection as well as the interaction with the
knowledgebase has been done through main java
API namely; JENA, OWLSyntax, and ProtegeOWL.
The second bridging process is literally known as the
Semantic Web Framework Layer.

3. RESULTS AND DISCUSSION
3.1 Results of populated enhanced ontology

After the identification of class, interface and the
properties of the domain i.e. USDA soil taxonomy, it is
time to populate the Ontology with the real information.
Some of the results are described below.

In this research work, we have worked on manual
ontology building and also suggested an approach to
make the process of ontology building automated.
Although this work is done for 5 Orders, 20 Suborders,
approx. 138 Great Group and approx. 793 Sub Groups.

Population of the ontology and proper tuning of soil
taxonomy is one of the main objectives of this research
work. The knowledge base of the Soil Taxonomy
Ontology has been enhanced in many aspects. First, we
have extended the existing seven orders up to the series
level. Second, the population of the ontology up to the
series level is done. Some of results of the populated
ontology have been listed below.

i) The class has been extended for the world wide soil
taxonomy.

ii) Property classes and their subclasses in soil
ontology

iii) Property classes of family and series

iv) Classes for holding the geographical description of
Series

v) Restriction applied to has Basic Property property

Things

Basic_Property

N

Basic_Property_ Basic_Property,

SoilTaxonomy Seriesinfo SoilType

Horizons_and_Characteristics_Diagnostic

alfisols vertisols
Order  gor both_Mineral_and_Organic_Soils
For_Mineral_soil
Alfisols Andisols . Vertisols

Up to Series level description

Up to Series level Property
description

Fig. 3.1. Soil Ontology extended up to soil series

¥ () Fine_loamy_mixed_hyperthermic_Typic_Haplustalfs
@) Barwankhurd
) Kamenaju
) KORAP
) Sondaha

Fig. 3.2. Soil Ontology extended up to soil series in protégé

Fig. 3.3. Gelisols class with its individual gelisols with its properties and their corresponding values in Protégé OWL Plug-in
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Fig. 3.4 Output of the study of Soil Taxonomy

3.2 Software facilitated the study of USDA soil
taxonomy

The software provides the facility to a detailed study
of the USDA soil taxonomy:. It starts from the order and
in a step by step manner it gives a detailed information
of the selected category. In every step, it gives a details
of the selected class and enlists the associated subclass.
Fig 3.4 is the sequence diagram describing the steps of
a detailed study of the soil taxonomy.

3.3 State wise series description of Indian soil series

For proper agricultural practice, the local
information of the soil is very important. In the USDA
Soil Taxonomy the series is the lowest hierarchy which
is strongly coupled with the local soil description. One
of the principle focus of this research work is to provide
the series description of the soil. The software provides
series information in two ways- firstly the taxonomic
description which is available in “Taxonomy” tab of the

software and secondly the state wise series description
in “Series” tab of the software.

3.4 Classify newly found soil into proper hierarchy

Another powerful module of Soil Taxonomy
Ontology software is totally deedicated to the searching
of an existing hirarchy of the soil taxonomy. Figure 3.5
depicted the activity behind the search of the system.
The search can be done through the simple search
module or the advanced search module. The simple
search is done by using the key words and the taxonomic
term. The advanced search module is a relatively
sophisticated one than the simple search module.
The advanced search is done on the basis of specific
information for any hierarchy (Order, suborder etc.)
of the soil taxonomy. Both the search result produce a
proper hierarchical format for proper understanding of
the taxonomy.
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Garopara
Taxonomic Classification
Alfisols

= Udalfs

Hapludalfs

= Typic Hapludalfs

> udalf hapludalf typic fine loamy mixed
hyperthermic

3 Garopara
Definition

.22 cm Dark yellowish brown | OYR 3or4 M loam moderate fine subangular blocky structure very friable slightly sticky and non plastic . common fine pores
few medium and common fine roots 10 percent gravels of less than 2 5cm size moderately acid pH 5.7 clear smooth boundary.

22,60 Brown to dark brown 7.5YR 4ord4 M clay loam moderate fine subangular blocky structure very friable sticky and slightly plastic few medium and
common fine pores few medium and common fine roots IS percent gravels less than 2.5 cm size and 5 percent gravels of 2.5 to 7.5 cm size very strongly acid
pH 5.0 gradual smooth boundary

60,85 cm Reddish brown 5YR 4or4 M sandy clay loam moderate medium subangular blocky structure friable sticky and plastic few medium and common fine
pores few fine roots 20 percent gravels of 2.5 to 7.5 cm size and 10 percent stones of more than 7.5 cm size strongly acid pH 5.2 gradual smooth boundary.

5,115 cm Reddish brown 5YR 4ord4 M sandy clay loam moderate medium subangular blocky structure friable sticky and plastic common fine pores 35 percent
gravels of 2.5 to 7.5 cm size and 5 percent stones of more than 7.5 cm size strongly acid pH 5.1

Fig. 3.6: Details study of Garopara Series by search

Among the three types, general user can only

Start . . . .
retrieve the information, use the simple and advanced
search module and have the facility to classify newly
INPUTS FROM .
USER found soil.
Simple Search ivanced Search

Like General user all the privileges are also
No Match available for the advanced user i.e The Domain Experts
SearHOn TR ERE and the Administrator. Additionally they are involved

—@;‘;‘m‘;’: m%%wn in the Edit Ontology Module. The Domain Experts

No Match

— make the changes in the ontology. The change can be
Find Rosuts S Find Rests done in two ways first the new information which is
e already present in the ontology or edit the information

which is already present in the ontology.
Successful Search

The Administrator is like super user of the system.
Administrator can approve or disapprove the changes
made by the domain experts.

End Powarad By Visual Paradigm Commurity Editon €

Fig. 3.5: Activity Diagram of Search Module
4. AUTOMATED ONTOLOGY LEARNING

3.5 Software fldministrative functionality and ALGORITHM — CASE STUDY SOIL
ontology edit module ONTOLOGY

Web based software must have some administrative
facility to combat many problems which appears
after a long term use of the software. Cleaning of the
garbage data, tuning of the software’s necessary data
also comes under the administrative functionality. This
software has sign up facility to the user. Soil Taxonomy
Ontology has three types of users. The administrator,
domain experts and the general user are the users kind.

As we have previously mentioned ontology
building from the scratch is not only a difficult job but
also it is very time consuming. This is very obvious
that the taxonomic text is more structured than the
plain text. We used this criterion to make the ontology
development automated. We propose a methodology
for ontology building through Natural Language
Processing (NLP). We used the frame work of ontology
learning proposed by Deb et. al. 2015.
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Hierarchical II
Text

*HC: Hierarchical Connectives
NHC: Non Hierarchical Connectives
PC: Proprietor Connectives

Entity

ical Class

Hierarchical Class Extractione -to -many

Fig. 4.1 Describes how the process of ontology learning may proceed

Step 1a and Step 1b: Segregation: This is the
first step of ontology learning process. In this step total
text or the part of the text which is under processing is
divided into two parts i.e. the text contains the taxonomy
and the text does not contains the taxonomy. The text
is segregated on the basis of connectives present in the
sentence. Connectives is a set that contains the key
words that established connection between the objects
available in taxonomic text.

e.g. “Udalfs are the Alfisols.” The sentence contains
two object for ontology i.e “Udalfs” and “Alfisols”.
“are the” established the linguistic connection between
them. So for this text “are the” is one of the connectives.

Step 2a and Step 2b: Sentence Detection:
Sentence detection is the next step of the ontology
learning algorithm. Segment the total text into sentences
for further task of NLP.

Step 3a: Tokenization: The sentence is further
subdivided into words and single symbol called
tokenization.

Step 4a: Parts-Of-Speech Tagging: In this task of
NLP we find the proper noun for the identification of
the taxonomic class of the taxonomic text.

Step 5a: Name Entity Recognition: After Step
4a Name Entity Recognition is very important. For
detection of name the corpus can be built on the basis
of the corresponding domain.

Step 6a: Hierarchical Class Recognition: In
this step we have extracted the is-a relationship or the
parent child relationship of the extracted name

First of all we provide the taxonomic text to the
natural language processor. On the basis of connectives
it will segregate the sentence into two parts hierarchical
and non hierarchical text. Here the term connectives
means a special set of words which describes the parent-
child relationship in the text. In case of taxonomic text
it is more prominent and easily usable. The above
described separation of the sentence group makes the
task of taxonomic relation extraction very easy.

After separation of the hierarchical and non
hierarchical text the non hierarchical text further
segregated on the basis another connectives i.e.
proprietor connectives. This connective is used for
the separation of properties for a particular class
which is extracted from the hierarchical text or non
hierarchical text.

On one hand we have the extracted taxonomic class
and subclass and on the other hand we have extracted
the properties. Both the extracted things are attached
through some semi automated process (Manual relation
extraction and association rule extraction) and the
Ontological structure will easily be built.

5. CONCLUSION

In this work we have developed web based
software with N-tier architecture with Soil Ontology
as a knowledgebase. The software provides the facility
for a detailed study of the USDA Soil Taxonomy up to
the series level. The developed software has the state
wise series description facility which can be used for
the local soil description that can easily be used in the
agricultural practice. It also provides the editing facility
of the existing ontology. We have also developed an
algorithm for automated ontology learning.
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TaH HiaRue fesed § v (=0;mod 4 a1 = 2;
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et ferdt wd a9w ER uisH

FS favafaemed, 6. T8, 5. IR, STeHrel

T 9RG o SWEE & FAY &7 H feem
aftss T o Thall o IR SR Hfgen sHEl o
o= Tefielt garstl @l WAl i ATHM T o g
Jgfesesh Ufdfshal dekileh  (STRSARE) @] ok
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I wEe STget faetar o fere
R-tmitfeer feerar ghemnion

IR, JUEIITE, T, Wafeqe ua ua, =ier
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feerxa@ o @y I &g @&l & fau @@
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wefvfa feran o 21 aRomHl @ 9% T e © T
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The author has painstakingly written this book on the subject of statistics to cater to the needs of students who
pursue their tertiary education in agricultural and allied sciences with supposedly having not much mathematical
background during their schooling. This third edition of his work has some additions with respect to few portions
on Econometrics and also a flavour of using SPSS software for data analysis as an added feature. The whole book
has 21 chapters in all written under five major parts. While the chapter on Experimental Designs runs into over 120
pages out of the total 460 pages, some chapters are very small.

The first chapter gives an introduction to the subject of statistics. However, it would have been better if its
usefulness in the field of agricultural sciences could also have been touched upon by means of bringing in few
practical situations. The second chapter on collection of data and related portion dwells on the topic on expected
lines. The recent elicitation of information and data via electronic mode of communication could have given a
different dimension to the treatment. The third chapter on frequency distribution includes pictorial and graphical
representation of data as well which usually can be seen along with classification and tabulation chapters in other
books. The figures of multiple bar diagram and Pie diagram got shifted by one subsection even though fortunately
they appear on pages that face such subsections. A noteworthy inclusion in this chapter is the discussion on Lorenz
curve which brings novelty to the book followed by an illustration on fitting the same which is commendable. The
fourth chapter on measures of location is dealt with in a routine way when discussion on situations under which,
say, geometric and harmonic means, are more suitable could have enriched its content. The section on ‘Sample’
under the fifth chapter on measures of dispersion is misplaced or it could have been titled as Standard error. The
sixth chapter on moments, skewness and kurtosis is written in a simple manner, with perhaps a minor typo in the
relationship between the coefficient of skewness 3; and its v, counterpart. The numerical figures appearing in the
whole book could have been right justified throughout for proper vertical alignment of decimals and unit places.

The chapter on Probability is written in a lucid manner which also includes some portion of binomial distribution
which rightfully should belong to the chapter that follows. The chapter on binomial and Poisson distributions
also includes practical exercises on their fitting to data. The ninth chapter on Normal distribution starts with a
mathematical angle of relating binomial to normal distribution which may appeal to those who have more of a
statistical bent of mind but may baffle many an intended reader. Here again fitting of a normal distribution has
been included which completes the practical aspect in this series of fitting of distributions. The chapter on tests
of hypotheses is written well but the insertions with regard to SPSS data analysis suffers from readability. The
chapter on Chi-square distribution has some new topics such as Dandekar’s method of correction of continuity (in
addition to Yates’ method) in case of 2x2 contingency table and also a subsection on Chi-square for testing linkage
between genes. Having said that, the treatment of SPSS again in this chapter has been given as a lengthy procedure
while there exist many easy way of doing the same thing via SPSS itself, say, for Chi-square test for a 2x2 table of
association between two attributes. Twelfth chapter on correlation and regression is written in a good manner but for
testing significance of correlation the author has started with Fisher’s Z transformation by considering the situation



when the population correlation coefficient is not zero. Later, under rank correlation, the usual t statistic expression
could be seen. This way of writing departs from the usual practice.

In the chapter on Multiple regression and correlation, the solving of normal equations by matrix method
may be beyond the level of the intended students, rather a short cut method could have been given. The next
chapter on D? statistic and discriminant functions again should have been a part of the multivariate statistical
methods in Chapter 20 and its discussion as a separate chapter here is surprising. Here again the mention of ‘pivotal
condensation method’ etc. for computing D? statistic should be a wee bit tough for the students with not so good
mathematical background. Chapter 15 on Probit analysis is praiseworthy with both biological and economic data
used for explaining its utility. The chapter on Experimental designs is an elaborate one which apart from including
the common designs like CRD, RBD and LSD also deals with much special type of designs like split-split designs,
Lattice designs and cross over designs. The explanation on interaction effect by means of diagrams stands apart. The
estimation of mixed models using Henderson’s method also finds its place under this chapter which may be quite
useful to understand it better. The inclusion of path coefficient analysis inside the experimental designs chapter may
not sometimes be seen by the reader even though a worked out example is given.

The chapter on Sampling is also exhaustive and the author has tried to tabulate the expressions of estimates
of sample mean/ total etc. and their population counterparts. A section on tolerance in testing of seeds is given
under this chapter of sampling which again seems to be out of place. Under the chapter on Economic statistics,
the topics ranging from elements of time series analysis, index numbers, fitting of growth curves are given.
While the effort made is appreciable, in this era, direct fitting of non-linear growth curves is warranted rather than
suggesting linearization by logarithmic transformation before fitting them which are at the most approximations if
not inappropriate. The chapters on Non-parametric statistics and multivariate statistical methods that follow are rich
in numerical examples in the field of agriculture and hence may directly strike a chord with the student audience for
which this book has been written. The last chapter on Econometrics (newly added in this edition) contains material
with more mathematical rigour which could have been toned down for easy comprehension by the expected readers.

Overall, the book has been written in a comprehensive manner with a well meaning intention of usefulness to
the students. It is hoped that the book brought out will serve as an excellent source of knowledge to the students
and also will help them in applying appropriate statistical techniques to their agriculture related real life data sets.
I congratulate the author for bringing out this valuable book for the benefit of students and researchers in agricultural
and allied sciences.
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