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SUMMARY
Classification is the data mining task of assigning the objects to one of the several predefined categories. It is a predictive modelling task in which 

a model is built for the target variable as a function of the explanatory variables. It is also called the supervised learning since the training dataset 
has records with predefined labelled classes. These labelled training records supervise the learning of the classification model. The various class 
labels can be represented by discrete values where the ordering among the values has no meaning. There are many well established techniques for 
classification, out of which decision tree technique is a very important and popular technique from the machine learning domain. C4.5 is a well-known 
decision tree algorithm used for classifying datasets which is available in all data mining software. Since it is an important algorithm for inducing the 
decision trees and generating the rules precisely from the datasets, it is highly used by the data mining and machine learning community. To provide 
an online platform to the users for applying the algorithm on their datasets without installing any data mining software, a web based software for rule 
generation and decision tree induction using C4.5 algorithm is developed. The visualization in the form of tree structure enhances the understanding 
of the generated rules. 
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1. INTRODUCTION

Knowledge Discovery in Databases (KDD) is
the process of knowledge extraction from big masses 
of data with the goal of obtaining meaning and 
consequently understanding of the data, as well as to 
acquire new knowledge. It consists of a technology 
composed of a group of mathematical and technical 
models of software that are used to find patterns 
and regularities in the data. The KDD process is 
interactive and iterative; involving the basic steps of 
data selection, pre-processing, data transformation, 
data mining and pattern evaluation and ultimately the 
knowledge is discovered (Azevedo and Santos, 2008). 
Data mining is an essential step of the KDD process, 
where intelligent methods are applied in order to 
extract the data patterns. 

Data Mining (DM) is “the nontrivial extraction of 
implicit, previously unknown, and potentially useful 
information from data” (Fayyad et al., 1996). It is a 

fast growing field born through the osmosis of existing 
disciplines like – Database Systems, Statistics, 
Machine Learning, Visualization, Algorithms and 
Other Disciplines. The overall process of DM is 
shown in Figure 1. Initially the problem is identified 
and the data related to that problem is collected and 
prepared using the pre-processing tools for analysis 
and modelling phases (Dahiya, S. 2017). The data is 
modelled and analysed using the various data mining 
tools and techniques relevant to the task such as 
Classification, Clustering or Association Rule Mining. 
After Model Building the model is applied to the real 
situation and validated. 

Classification is the DM task of assigning objects to 
one of the several predefined categories (Han, Kamber 
& Pei 2012). It is a two-step process, which consists 
of a learning step (in which a model is constructed) 
and a classification step (in which the model is used to 
predict the class labels for the given data). Dunham, 
2008 defined the classification problem as follows:
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Given a dataset D = {r1, r2, .… , rn} of n records 
(items, tuples, instances) and a set of classes C = {c1, 
c2, …, cn}. The classifi cation problem is to defi ne a 
mapping f: D → C, where each ri is assigned to one 
class. A class Cj contains precisely those records 
mapped to it; that is, Cj = {ri | f (ri) = Cj, 1≤ i≤ n}.

This defi nition views classifi cation as a mapping 
from dataset to the set of classes. The classes are 
predefi ned and distinct and partition the entire dataset. 
Each record in the dataset is assigned to exactly 
one class. The classes that exists for a classifi cation 
problem are indeed equivalence classes. The model 
construction and prediction phases of a Classifi er are 
depicted in Fig. 2: 

fig. 2. The Model Construction and Prediction phases of a Classifi er

Machine Learning (ML) is concerned with the 
design and development of algorithms and techniques 
that allow computers to “learn” and evolve behavior 
including aspects of intelligence based on empirical 
data (Ethem, 2010). It is a main research area for 
computer programs to automatically learn to recognize 
complex patterns and make intelligent decisions 
based on data (Mohri et al., 2012). The major focus 
of machine learning is to extract information from 
data automatically, by computational and statistical 

methods. For classifi cation task, ML research often 
focuses on the accuracy of the model along with the 
effi ciency and scalability of mining methods on large 
datasets (Han, Kamber & Pei 2012). 

Some of the ML classifi cation techniques are 
Decision Tree (DT), Support Vector Machine (SVM), 
Genetic Algorithm (GA), Artifi cial Neural Networks 
(ANN), Logistic Regression (LR) and Naïve 
Bayes (NB). 

DT is one of the popular and widely used machine 
learning technique for classifi cation. DT is commonly 
built by recursive partitioning (Quinlan 1993). A 
univariate (single attribute) split is chosen for the root 
of the tree using some attribute selection measure 
(e.g., mutual information, gain ratio, gini index). 
The data is then divided according to the test, and 
the process repeats recursively for each child. The 
decision node is an attribute test with each branch 
being a possible value of the attribute (Peng et al., 
2009). The resulting decision tree can be validated 
using test data instances. Some of decision tree 
algorithms are ID3, C4.5, NBTree, CART, CHAID, 
QUEST and others. Different Decision tree algorithms 
use different attribute selection measures to calculate 
the information contained in each attribute to select 
the root node of the decision tree. 

1.1 c4.5 Algorithm

 C4.5 algorithm uses decision tree as a classifi er 
for classifying the datasets. It is Ross Quinlan’s 
enhancement of his own ID3 algorithm for decision 
tree classifi cation. 

fig. 1. The overall process of Data Mining
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The major enhancements in C4.5 algorithm are:

• Handling both continuous and discrete
attributes - In order to handle continuous
attributes, C4.5 creates a threshold and then
splits the list into those whose attribute value
is above the threshold and those that are less
than or equal to it.

• Handling training data with missing attribute
values.

• C4.5 uses gain ratio as attribute selection
measure while ID3 uses simple information
gain which is biased towards attributes with
large number of values. If an attribute in the
dataset is an id then it would be chosen. This
is because each branch would produce a leaf,
which would cause Info id (D) = 0. Thus,
information gain would be maximal because
Gain (A) = Info(D). To avoid this biasness,
gain ratio is used to select the root node of the
decision tree in C4.5.

C4.5 performs very well in classifying the dataset 
and it is often referred to as a statistical classifier. It uses 
a statistical measure called entropy from information 
Theory (Ghahramani, 2000) and builds the tree from 
the top down, with no backtracking from a fixed set 
of examples. The concept learning process in C4.5 is 
illustrated in Fig. 3. 

STEPS:
1. Check for base cases
2. For each attribute a
1. Find the normalized information gain from

splitting on a
3. Let a_best be the attribute with the highest

normalized information gain
4. Create a decision node that splits on a_best
5. Recurse on the sublists obtained by splitting

on a_best, and add those nodes as children of
node

Fig. 2. Concept learning in C4.5 algorithm

Fig. 3. The Concept Learning Process in C4.5

The implementation of C4.5 algorithm is available 
in standalone open source data mining software 
such as WEKA (http://www.cs.waikato.ac.nz/) and 
RapidMiner (http://rapidminer.com) which needs to 

be downloaded first and then use the algorithm. It is 
available in licensed software such as Statistica and 
Clementine which needs to be purchased for using 
the algorithm. There is no online implementation of 
the algorithm which could provide its usage without 
the hurdle of downloading or purchasing of the 
software. Moreover, the complete tree visualization 
with generated rules and accuracy measures is not 
available in most of the standalone software. Hence 
an online software for classification and visualization 
of data using C4.5 algorithm is highly required by the 
researchers, students and faculty working in the area 
of data mining, machine learning, visualization and 
statistical analysis. 

2. METHODOLOGY

The modified waterfall development model
(Munassar and Govardhan, 2010) is used for the 
development of Online Decision Tree Classification 
software (ODTC). It is a web based application based 
on the standard three-layer client server architecture. 
It can be accessed from any internet connected device. 

The following three layers of the application 
perform different functionalities:

1. Client Side Interface Layer (CSIL)

2. Server Side Application Layer (SSAL)

3. Data Base Layer (DBL)

CSIL is the presentation layer of the application. 
It ensures that the system is user friendly. It consists 
of data forms for accepting information from the user 
and validating those forms using JavaScript. This is 
the most important layer because it acts as an interface 
between the user and the software. It is implemented 
using HTML, Cascading Style Sheet (CSS) and 
JavaScript embedded within ASP.NET pages.

SSAL is the business layer of the application. It 
consists of application logic on the web server which 
can mediate the communication between the client 
side and the database layers. It is implemented using 
Visual C# language in ASP.NET framework. ASP.
NET is a powerful and flexible technology for creating 
dynamic web pages (Chris, 2010). It is a convergence 
of two major Microsoft technologies, Active Server 
Pages (ASP) and the .NET framework (Walther, 
2011). This layer encapsulates the entire interaction 
with the database and hides the details from the 
presentation layer.
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DBL has been implemented using Microsoft 
SQL Server (Varga et al., 2016) which is a relational 
database management system. The purpose of the 
DBL is to store the data in an organized and structured 
way and to enable the retrieval of specifi ed data by 
multiple, simultaneous users. ADO.NET has been 
used for the connectivity of the database with the 
application. It is the data access technology built into 
the .NET framework (Esposito, 2005). The database 
has been used to record the Login credentials and 
other related details about each user registering on 
the software website and for storing the decision rules 
generated from of the input data.

3. SoftWARE DEScRIPtIoN AND
fEAtURES

Online Decision Tree Classifi cation (ODTC) 
is web based software freely accessible to the 
registered users. Security is ensured to ODTC as only 
authenticated users can access the software. The data 
management part of the software provides the facility 
to enter the data online in a grid structure similar to 
a Microsoft Excel spread sheet. The data entry task 
is very easy in this grid structure as each data entity 
is entered separately in a cell which is a combination 
of a row and a column. This data can be saved and 
analysed later using the Analysis option present on 
the home page. It also provides the facility to import 
the data from xls, csv or txt fi le formats. If the data is 
incomplete or has some missing values, the software 
provides the provision to fi ll up the missing attribute 
values using imputation. The imputation method is 
different for numerical and categorical data. ODTC 
is a decision rule generation software that generates 
the rules using the If, Then and Else keywords. These 
rules classify the records and assign a class label to it, 
thereby providing a clear-cut decision on the record. 
These rules can also be exported and saved in an excel 
format. It also facilitates the researchers to formulate 
rules from their fi ndings that can enhance decision 
making and further analytical activities. It also 
provides the visualization facility for the generated 
rules in the form of a decision tree which enhances the 
understanding of the generated rules. 

3.1 User Management

A new user needs to get registered and creates its 
login credentials by fi lling up the registration form 
available on the Create New Account Link available 

on the home page of the software. A registered user 
has to login into the system by fi lling up the login 
form available on the home page. If the user forgets 
his password, ODTC provides an option to reset the 
password using the Forgot Password functionality. 
The registered user can also change its password using 
the Change Password functionality (Fig. 4). 

fig. 4. User Management

3.2 Input Data Management

After the successful login, the user can upload 
his data fi le available in any of the three fi le formats 
supported by the software. The three fi le formats 
supported by the system are the Excel, CSV and Text 
file formats (Fig. 5).

fig. 5. File upload
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3.3 Missing Value handling

For classifying a data set with high accuracy, 
the dataset should not have missing values. ODTC 
provides the facility to detect and impute the missing 
cells in the uploaded dataset. All the missing values 
in the dataset are replaced by a red colour cell with a 
question mark (“?”). In case of categorical attributes, 
the missing values will be imputed by the MODE 
(highest frequency value) of all distinct values of the 
respective attribute. In case of numerical attributes, the 
missing values will be imputed by the ARITHMATIC 
MEAN of all those values of the respective attribute, 
which belongs to the same class in which the instance 
containing the missing value belongs. The system 
also represents the total number of rows, number of 
attributes and number of cells with the missing values 
on the top of the data grid (Fig. 6). 

fig. 6. Missing value handling by ODTC

3.4 Dataset Partition and Attribute Selection

For classifi cation of the dataset, ODTC provides 
the facility to partition the dataset randomly into 
training set and the test set according to the number of 
test instances chosen by the user. The test data partition 
can be selected by the user between a minimum of 
5% and maximum of 40% of the total number of data 
instances. For example, if the user has uploaded a 
dataset of 1000 instances then the number of test data 

instances can be selected between 50 (5% of 1000) to 
400 (40% of 1000). The remaining part of the dataset 
will be considered as the training dataset. The user 
has to specify the desired number of test instances 
by scrolling the sliding bar provided at the top of the 
screen (Fig. 7). For demonstration, the software uses 
the IRIS dataset available online as part of the machine 
learning repository (http://archive.ics.uci.edu). This 
dataset is also available under the Sample Data tab on 
the home page of the software.

fig. 7. Attribute Selection in ODTC

After completing the selection of test data 
instances, the dependent and independent attributes 
for classifi cation are selected by the user one by one 
using the forward arrows provided on the same screen 
(Fig. 3.4). After clicking on the proceed button, user 
can see the prepared dataset for classifi cation as per the 
independent and dependent attributes selected and the 
test data set instances specifi ed by him. The dependent 
attribute will be depicted as the Class attribute in the 
prepared dataset for classifi cation (Fig. 8). 

3.5 Rule Generation

The user can confi rm the training dataset and 
test data set partitions or can go back for changing 
anything in the selection process. After confi rming 
the dataset for classifi cation, the software uses the 
C4.5 algorithm at the backend to learn the training 
data. It then generates the decision rules in the form 
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fig. 8. Training and Test Data Set partitions in ODTC

fig. 9. Decision Rules generated by ODTC using C4.5 Algorithm
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of If then statements from the training data set. Along 
with the rules user can get information about the 
“Rule coverage” (Number of instances covered by 
a particular rule) (Fig. 9). The decision rules can be 
exported to Microsoft Excel for analysis.

3.6 Evaluation of Results 

After learning the training dataset using C4.5 
algorithm, the software classifi es the test dataset 
by predicting the class value for each test instance. 
The match found is ‘Y’ if the Actual Class and the 
Predicted class are same. The Results can be exported 
to Microsoft Excel for analysis. The “Test accuracy” 
which is the percentage of data instances correctly 
classifi ed by the algorithm is also depicted in the 
result screen (Fig. 10). User has the facility to export 
all these results into excel format. 

fig. 10. Result of Classifi cation

The “Confusion Matrix” of test dataset is also 
produced by the software depicting the Actual vs. 
Predicted values of all class values along with the 
Precision and Recall values as shown in Fig. 11.

fig. 11. Confusion Matrix formed by ODTC for Iris Dataset

3.7 Decision tree Visualization

Using the “Show Tree View” button user can 
go for visualization of the decision tree which is 
formed by using the C4.5 algorithm. It is a pictorial 
representation of fi nding out the class value of a test 
data instance by following the generated decision rules 
using the algorithm. It enhances the understanding 
of the generated rules. The decision tree formed 
by the software for the Iris dataset is depicted in 
Fig. 12. The print option for printing the decision 
tree is also provided by the software on the top of the 
Decision Tree.

fig. 12. Decision Tree Visualization by ODTC (Iris Dataset)

The software was validated using the weather 
dataset and the bench mark Iris dataset provided in the 
sample data module.

4. coNcLUSIoN

The results obtained from ODTC were comparable 
and in some cases found better when tested with 
WEKA. ODTC is an online facility of generation of 
decision rules along with their evaluation measures. 
The software is user friendly and does not demand 
expertise of computer programming. Using ODTC, 
user can register, login, generate rules, visualize the 
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results and generate a decision tree easily using the 
C4.5 algorithm. The system can be used for classifying 
and extracting the hidden patterns in huge datasets 
using the C4.5 algorithm online. There is no need to 
install or purchase a standalone software for using the 
algorithm. This can be used as a knowledge generation 
software which can extract and impart knowledge 
about a particular dataset in the form of decision rules 
and decision tree online. This generated knowledge 
can be used by researchers, academicians and students 
working in the area of data mining, machine learning, 
statistical analysis and visualization. Online software 
for other important data mining algorithms can be 
developed. 
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