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SUMMARY
Research in the field of agriculture is increasing in such a way that it is getting very tedious job for the scholars to find out their intended research 

paper by accessing the journals available in our library. Document categorization, in the field of machine learning, is a field of study by which the job 
of classification does not need any human intervention. The task of classification is done automatically by the machine itself. In this work, a number of 
research titles has been classified using various machine learning algorithms for searching the best classifying algorithm for document categorization.
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1. InTRoduCTIon

With the advancement of the research in information 
technology, the domain of the information available 
in digital format is increasing at an exponential rate. 
As a consequence, the exposure of documents to a 
researcher has increased; however, only a few of 
them are relevant for researchers. The agricultural 
domain is a vast area of information content. Being 
one of the biggest fields of research, the amount of 
information and data is increasing in a rapid manner. 
The information is available in textual form and hence, 
is unstructured. Due to the ever-growing amount of 
textual information, users are facing challenges like 
organizing, analyzing and searching large numbers 
of documents to get their desired result. Systems that 
automatically classify text documents into predefined 
thematic classes or detect clusters of documents with 
similar content, offer a promising approach to tackle 
this complexity. The objective of the experiment is to 
categorize the research articles into suitable classes 
or categories, so as to reduce the human labour and 
develop a way of automated categorization of texts. 

The rest of the paper is organized as follows. The 
second section describes text categorization with 
suitable example, section 3 describes some review of 
literature, section 4 describes the methodology and 
section 5 presents the framework. Section 6 presents 
the results of the experiments, followed by conclusion 
and future work.

2. TExT CaTEgoRIzaTIon 

Text Categorization (TC) refers to the task of 
classifying a set of text documents automatically into 
different categories from a predefined set of categories. 
Let  be a collection,  and 

 is the collection 
of documents and  are the set of 
predefined categories. The task of text categorization 
is to assign values, either 1 or 0, yes or no, true or 
false, to each document in the set , depending upon 
the situation whether the document  belongs to 
any of the ’s or not, respectively. TC is an example 
of Machine Learning (ML) in the form of Natural 
Language Processing (NLP). Text categorization is 
illustrated here with the help of an example.
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three titles in the heading row. Further three rows in 
the table show the vector for each title in binary form. 
“1” under an attribute means the feature is present in a 
document and “0” means it is absent in the document. 

Using the extracted vectors a text classifier can 
be built which can classify new documents. Let a 
new document, “A novel method incorporating gene 
ontology information for unsupervised clustering and 
feature selection” needs to be classified. To perform 
this classification the document also needs to be 
represented in vector form as shown in table 2. 

Comparing the new vector (class is unknown) 
with the vectors (class is known) of table 2.1, we 
can classify the new document(s). The comparison 
is shown in Fig. 1. In this comparison, bold faced 
binary values are matching with the unknown vector 
to be classified. We observe that there are 19, 13, 13 
matches with v1, v2, v3 vectors, respectively. Thus the 
new document represented by the vector v4 belongs to 
class 1, which is representing computer science. 

Example 1:

Let us consider that there are three different 
categories, namely Computer Science, Agriculture 
Engineering, Genetics and we are given three 
documents:

 (a) An approach to feature selection based on 
Ontology.

 (b) Evaluation of the Livelihood Impacts of a 
Micro-Irrigation Project.

 (c) Exploring Interactions between Pathogens 
and the Drosophila Gut.

These three sentences belong to Computer 
Science, Agriculture Engineering, Genetics, which are 
denoted by 1, 2, 3, respectively. To categorize these 
documents, all the features in each document and the 
respective class are denoted in a vector of the form 
<features>, class. Here <features> represents a set of 
features. Table 1 shows the extracted features from the 

Table 1. Vector representation of training data
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Table 2. Vector representation of test data
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<0, 0, 0, 1, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0>UNKNOWN

<1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0>1 (19 matches)

<0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0>2 (13 matches)

<0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1 >3 (13 matches)

fig. 1. Comparison of Vectors
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Besides document classification, there are number 
of other uses of TC. Next section presents literature 
review regarding applications of TC.

3. REVIEw oF lITERaTuRE

In the late 80’s, a set of experts were used to 
build a classifier manually by making rules. It was a 
huge time consuming task as they need to study the 
characteristics for the given categories. The late 90’s 
witnessed the huge growth of digital information 
and the manual work of TC became laborious. ML 
techniques were then adopted to solve the problems. 
TC by the application of ML was proven to be a 
huge success. The most common application of TC 
is to classify news according to their genre, e.g. into 
sports, politics etc. The application is extended to 
classification of web documents into directories, such 
as Yahoo Directory (Ceci and Malerba, 2007). There 
are some other areas where TC is proved to be very 
useful. For product categorization, Kuroiwa et al. 
(2007) showed the recommendation of books to the 
customers of Amazon, using TC. Felcher et al. (2001) 
showed the automatic organization of products on 
large scale on-line shopping portals. Pang and Lee 
(2004), Zhu and Zhang (2006) showed the automatic 
organization of user product reviews for the new users 
willing to purchase. Text categorization has been found 
useful for E-mail filtering also. Siefkes et al. (2004), 
Bratko et al. (2006), Bickel et al. (2007), Kosmopoulos 
et al. (2008)detected the spam e-mails from important 
e-mails using TC. Detection of authorship is an 
important area of research for publishing industry. 
Holmes and Richard (1995) applied multivariate 
techniques and genetic algorithms that can be useful in 
fraud detection in authorship. Sebastiani (2001), Zhang 
(2004), Kotsiantis (2006) showed the application of 
TC for classification of digital documents. However, 
no literature is available to the best of our knowledge 
which describes the auto classification of agricultural 
research. In this paper an attempt has been made to 
categorize titles of agricultural research articles as per 
pre-defined labels. 

4. mEThodology

Algorithms are the important components for 
building any document classifier. To build a classifier, 
data is divided into two parts namely training and test 
data. Training part is used by the algorithm to build a 

classifier and test part is used to evaluate the generated 
classifier. In this section various potential algorithms 
for TC and evaluation techniques for evaluating the 
classifiers are discussed. 

4.1  algorithms:

 4.1.1. zeroR: The simplest classifier among all the 
ML classifiers to be discussed later on this 
paper is the ZeroR algorithm. This algorithm 
depends on the target ignoring all predictor 
values. ZeroR classifier directly predicts 
the majority class. ZeroR has no capacity 
to predict, but it is useful for determining a 
baseline performance as a benchmark for other 
classification methods. At first, the algorithm 
constructs a frequency table for the target and 
selects its most frequent value. As found in 
the training set, this algorithm assigns each 
attribute with the most common class.

 4.1.2. oneR: OneR is the abbreviation for “One 
Rule”. It is a simple classifier, but possesses 
the capability of better prediction than ZeroR. 
It generates one rule for each of the predictors 
in the data set, and then, it selects the rule with 
the smallest total error as its “one rule”. For 
creating a rule for each predictors, a frequency 
table must be created for each predictors 
against the target. This algorithm produces 
rules that are very simple for the humans to 
interpret. One drawback of OneR is that it does 
not generate any score or probability. But like 
the ZeroR, it can also be used for determining 
a baseline performance as a benchmark for 
other classification methods.

 4.1.3. j4.8 decision Tree: J4.8 is a java 
implementation of the C4.5 algorithm and is 
a version of a decision tree algorithm. The 
core algorithm for building decision trees 
(predictive ML model) was referred as ID3 
by J.R. Quinlan (1993). It employs divide and 
conquer approach (Hunt, Marin and Stone, 
1996) through the space of possible branches 
with no backtracking. ID3 uses Entropy and 
Information Gain to construct a decision tree. 
The decision tree decides the value of the 
target of a new test dataset based on various 
attribute values of the training data set.
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 4.1.4. naïve Bayes: This algorithm assumes that 
the effect of an attribute value on a given 
class is independent of the values of the other 
attributes and is based on Bayes’ theorem 
of probability. The assumption is based on 
class conditional independence. This model 
very is easy to build. As a result of these 
assumptions, the computation of the Bayesian 
classification becomes more efficient. Let’s 
see how this algorithm works. First, the data 
set is converted into a frequency table using 
statistical techniques. In the second step, a 
likelihood table is formed by finding out the 
probabilities. Finally, by using the Naïve 
Bayesian equation, the posterior probability 
for each class is calculated. The class that 
have the highest posterior probability is the 
prediction. 

  

  Where,  is the posterior probability of 
the class given the probability of the predictor, 

 is the likelihood probability of the 
predictor given the probability of the class, 

 is the prior probability of the class, and 
 is the prior probability of the predictor. 

The Naïve Bayes approach arrives at the 
correct classification until the correct category 
is more probable than the others.

 4.1.5. k-nearest neighbor: KNN comes under 
the non-parametric lazy group of algorithms. 
This algorithm is non-parametric because it 
does not take into account the distribution of 
the data. It is called lazy because it does not 
use the training data points for generalization, 
for this reason, the training phase is very fast. 
This algorithm that stores all available cases 
and classifies new cases based on a similarity 
measure, for example, distance functions etc. 
This algorithm is used to test the degree of 
similarity amidst documents and k training 
data and to store the information about the 
classification data, by this it can determine 
the class of the given test documents. A given 
test data is classified by a majority vote of its 
neighbors, with the data points being assigned 
to the class, surrounded by its most common 

k nearest neighbors measured by a distance 
function. There are various distance functions 
such as Euclidian and Manhattan. These two 
distance measures are valid to use only if the 
variables are continuous. If the encountered 
variables are categorical, then Hamming 
distance measure should be used.

 4.1.6. Random Forest: Random Forest (RF) is a 
collection of simple decision trees which are 
decisive enough for classifying a data set. 
The response from each trees are taken into 
consideration for the final outcome of the 
forest. RF (supervised learning technique) was 
introduced by Leo Breiman and Adele Cutler 
(2006).It applies the supervised learning 
method by which the information regarding 
the training data is recorded and used to build 
the model. Now the derived model from the 
training data can then be used to classify test 
instances.

 4.1.7. support Vector machine: Support Vector 
Machine is a supervised machine learning 
algorithm, used classification or regression 
problems where the training dataset trains 
SVM model about the classes so that the 
model can easily classify any new testing 
dataset. SVMclassifies the dataset into 
different classes by finding a hyper plane. The 
hyper plane separates the dataset into different 
classes. It is very much possible to find more 
than one hyper plane that divides the data 
into different classes, the selection among 
all these hyper planes is done by maximizing 
the distance between the support vectors and 
the hype rplane. The hyper plane that has 
maximum distance, gets selected.

 4.1.8. multilayer Perceptron: A multilayer 
perceptron (MLP) is a computational model 
that have been developed by the inspiration 
from biological neural network. It is also 
called Artificial Neural Network (ANN). 
ANNs have already created a lot of excitement 
in the machine learning community in the 
field of speech recognition, computer vision 
and text processing. The basic unit for this 
computation is called node or the neuron. Each 
node receives input from other nodes and the 
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inputs are then assigned some weights. Then 
the node applies function to the weighted 
inputs and produces the output. The function 
applied is non-linear and called the activation 
function. There are several activation function 
such as sigmoid, tanh and Rectified Linear 
Unit (ReLU). An MLP consists of three or 
more layers. An input layer, one or more 
hidden layer, and an output layer.

4.2  Evaluation: 

There are various strategies for the evaluation of 
classifiers. Accuracy, specificity, sensitivity, F-score, 
k-fold cross validation etc. this study is concerned with 
finding the best algorithm that can classify agricultural 
articles. The classification should be significantly 
better than the classification performed by the other 
algorithms. For this, paired t-test and ROC analysis 
has been performed to evaluate the performance of the 
algorithms.

 4.2.1. The t-test: While dealing with more than 
two algorithms, it is not convenient to use the 
accuracy to estimate the better performing 
algorithm. It should be clear that one 
algorithm is statistically better than the others. 
For this purpose, the corrected resampled 
t-test is performed over the results given by 
the categorization task. It is nothing but the 
Student’s t-test with some modifications in it. 
The Student’s t-statistic is given by:

  

  Where, the difference between the means 
found for the cross validation, is the number 
of folds of cross validation, follows Student’s t 
distribution with degrees of freedom. Under this 
test, the null hypothesis will be. The corrected 
t-test is preferred over the uncorrected one 
because the uncorrected test always assumes 
that the samples are independent. However, 
the way cross validation works, the samples 
are not independent. As a result, a very high 
type I error is produced, that is, it gives a 
very high false positive rate. So, for the 

corrected resampled t-test, it is assumed that 
the repeated holdout method is used rather 
than cross validation and it is repeated times 
on the different splits of the same dataset. The 
accuracy estimates of the learning algorithms 
are recorded accordingly. Suppose that every 
time, is the size of the training data and is 
the size of test data. The test statistic of the 
corrected resampled t-test is given by:

  

  All the notation being the same as mentioned 
earlier. After getting the value of, it should be 
compared with the table value for the specified 
confidence interval for Student’s distribution 
and interpret the result accordingly.

 4.2.2. Receiver operating Characteristic: 
Receiver operating characteristics (ROC) 
graphs are useful for organizing classifiers 
and visualizing their performance. It is used 
where the learner is trying to select samples 
of test instances that have a high proportion 
of positives. The ROC curves determines the 
performance of a classifier without considering 
the class distribution. In an ROC curve, the 
number of true positives (TP) are plotted on 
the y-axis and the number of false positives 
(FP) are plotted on the x-axis. Each point on 
the ROC curve represents a TP-rate/FP-rate 
pair corresponding to a particular decision 
threshold. To evaluate the Machine learning 
algorithms, the ROC system is applied. Area 
under ROC ranges from 0.5 to 1. It is clear that 
different ROCs will be produced for different 
algorithms. Among all the classifiers, the one, 
whose ROC is much closer to the y-axis, is 
considered the best performing algorithm. In 
other words, the classifier, whose area under 
ROC tends towards 0.5 is the worst performing 
one and the classifier, whose area under ROC 
tends towards 1 is the best performing one.

5. ExPERImEnTal FRamEwoRk

In this section, brief description about data and the 
framework of the experiment has been discussed.
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5.1 data:

The data for conducting the experiment was 
collected from Prof. M. S. Swaminathan Library, 
Indian Agricultural Research Institute, New Delhi. 
The data set is initially organized under two fields, 
namely Title and Class. Title refers to name of the 
research article and class refers to the theme under 
which research article is categorized. There are two 
classes in the data set namely AI and SS. The data 
is prepared in the arff format which is supported in 
WEKA (Witten and Frank, 2005). Vectorization is 
done on this data set for further for text categorization 
experiment which is illustrated in the next sub-section. 
The data is summarized in the following table:

Table 3. Description of data

name of the file Data_Ag.arff

Number of 
records

48

Source Compiled on the basis of research articles selected 
from Prof. M. S.Swaminathan Library, Indian 
Agricultural research Institute

No of classes 2 (AI-Artificial Intelligence, SS-Social Science)

Attributes Title of the paper, 2. Class

Type of attributes String

5.2  algorithm for document Categorization: 

Fig. 2 shows the framework for document 
categorization.

Start

Training data

Test data

Vectorization of the texts

Preprocessing of the texts

ML Algorithms

Learned Model

Predicted Class

End

fig. 2. Flowchart of the proposed work

After the input of training data first step is 
vectorization. In vectorization, string of texts is 
represented by a vector. After creating the vector, 
preprocessing of the vectorized data is done. Data 
preprocessing consists of stemming and stop-word 
removal. Stemming is the process of merging words 
that are different grammatical forms of the same word. 
Thus, stemming reduces the words to their roots. 
For example, connection, connections, connective, 
connected, connecting, all reduce to connect after 
stemming. Stop-words are those words that appear 
very frequently in a document. For example, a, an, 
the, on, of, or, was, were, etc. are the stop words. For 
classifying any document, it is necessary to remove 
these words from the document, as these words affect 
the efficiency of classification. For pre-processing, 
in this paper, string to word vector filter has been 
used using weka (Witten and Frank, 2005). After 
pre-processing of the documents, ML algorithms 
(section 3) are applied on the processed documents to 
obtain the corresponding classification model for TC. 
Now, test data set is used to evaluate the accuracy of 
the learned model.

6. REsulTs

The experiment was conducted over two classes, 
namely Social Sciences and Artificial Intelligence. 
Each of the classes contained a number of titles 
(strings) from various research papers. For performing 
TC, the data was randomly split into five different 
training and test sets and the procedure was repeated 
on each of the training and test data. The results of the 
text categorization experiment are presented in table 4.

Following observations are made from table 4:

 i. Test set accuracy is less than training set 
accuracy. This happens because some 
documents some documents do not match 
with the existing documents in the training 
set.

 ii. Algorithms ZeroR, OneR LibSVM, J48, and 
KNN are unsuitable for text categorization 
(Table 4).

 iii. Algorithms NB, RF and MLP are observed 
with more than 80% accuracy of test data set.
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 iv. NB is observed as the best algorithm with 
89% test accuracy. Thus, further evaluation 
can be done among MLP, RF and NB using 
NB as the base line algorithm.

 v. Comparison of F-measure of the algorithms is 
done using results from 10*10 cross validation 
and paired t-test. ZeroR is used as baseline 
algorithm. F-measure is defined as twice the 
product of precision and recall divided by the 
sum of precision and recall. Null hypothesis is 
that the given algorithm performs better than 
ZeroR. The corresponding result is shown in 
fig. 3. The results show that Random Forest, 

Multilayer perceptron and Naïve Bayes 
performs significantly better than ZeroR.

 vi. Comparison among MLP, RF and NB using 
t-test confirms that NB is the best among these 
three (Fig. 4).

 vii. ROC curve of ZeroR (base line), NB, RF 
and MLP are presented in fig. 5. Area under 
ROC for ZeroR, RF, MLP and NB are 0.5, 
0.9547, 0.8946 and 0.8926, respectively. As 
area represents the efficiency of the algorithm, 
hence it can be concluded that NB outperforms 
the other algorithms.

Table 4. Comparison of training data and test data accuracy as obtained using various algorithms to perform text categorization

Iteration ZeroR OneR LibSVM J48 IBK MLP RF NB

Train Test Train Test Train Test Train Test Train Test Train Test Train Test Train Test

1 53.6 37.5 53.6 37.5 57.1 37.5 96.4 37.5 100 62.5 100 68.8 100 75 100 87.5

2 50 50 50 50 96.4 75 82.1 68.6 96.4 56.3 96.4 87.5 96.4 87.5 96.4 93.8

3 60.7 31.3 60.7 30.3 60.7 31.3 89.3 75 100 56.3 100 81.3 100 81.3 100 87.5

4 50 50 50 50 100 75 92.9 75 100 81.3 100 87.5 100 87.5 100 93.8

5 53.6 43.8 58.7 56.3 56.6 43.8 92.9 56.2 96.4 62.5 96.4 75 96.4 68.8 96.4 81.3

Average 53.58 42.52 54.6 44.82 74.16 52.52 90.72 62.46 98.56 63.78 98.56 80.02 98.56 80.02 98.56 88.78

fig. 3. Comparing performance of algorithms based on F-Measure using paired t-test
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fig. 4. Comparison of Naïve Bayes, Random Forest and Multilayer Perceptron using paired t-test

(a) (b)

(c) (d)
fig. 5. Roc curves of (a) Naïve Bayes, (b) Random Forest, (c) Multilayer Perceptron, (d) ZeroR
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7. ConClusIon and FuTuRE woRk

This paper presented a framework of text 
categorization using various machine learning 
algorithms in agricultural context. In the experiment, 
ZeroR, OneR, J4.8 Decision Tree, Naïve Bayes, KNN, 
Random forest, Support Vector Machine (SVM), and 
Multilevel Perceptron based algorithms have been 
used for TC. We have compared performance of the 
algorithm(s) using F-measure and ROC analysis. 
Experimental results indicated that Naïve Bayes 
outperforms all the other algorithms in terms of 
all the measures of performance evaluation. In this 
paper, titles have been used to categorize documents. 
However, in future, bigger data set that is abstracts or 
full texts will be used for TC.
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