
1.	 INTRODUCTION

While collecting information directly from 

respondents that relates to sensitive issues such 

as induced abortion, drug addiction, duration of 

suffering from Aids and so on, the respondents 

very often report untrue values or even refuse to 

respond. Warner (1965) introduced an ingenious 

technique known as the randomized response 

technique (RR) for estimating π , the proportion 

of the population possessing a certain stigmatizing 

characteristic A  (say) that protects the privacy of 

respondents and so prevents an unacceptable rate 

of non-response. Warner’s (1965) technique was 

modified by Horvitz et al. (1967), Greenberg et al. 
(1969), Kim (1978), Franklin (1989), Mangat and 

Singh (1990), Kuk (1990), Gjestvang and Singh 

(2006), Singh et al. (2006), Arnab (2004), Arnab 

and Mothupi (2015), Lee et al. (2015) among other 
researchers to improve co-operation and efficiency. 

A generalization of Lee et al. (2015) RR 
model for complex survey designs is presented in 
this study. Complex sampling involves clustering, 
stratification and unequal probability of selection 
of samples among others. Most of the surveys 
in practice are complex and multi-character 
in nature where information on more than one 
character is collected at a time. Some of them are 
of a confidential nature while the others are not. 
In this paper, we will propose methodology of 
estimating a population proportion of a sensitive 
characteristic for a complex multi-character survey 
design where the data for sensitive characteristic is 
collected by RR technique and varying probability 
sampling method was used for selection of sample. 
Expression of unbiased estimator of the population 
proportion, its variance and unbiased estimator of 
the variance are derived. We will describe some of 
randomized response (RR) techniques relevant to 
the present study.
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1.1	Warner’s Technique 

In this method, a sample s  of size n  units is 

selected from the population by the SRSWR method 

and information on a sensitive characteristic is 

collected by using a randomization device. The 

randomization device consists of a deck of cards 

with each card having one of the following two 

statements: (i) “I belong to the sensitive group A”; 

( ii ) “I do not belong to the sensitive group A”. The 

statements occur with known relative frequencies 

0P  and (1 – P0), respectively, in the deck of cards. 

Each respondent in the sample is asked to select 

one card at random from the well-shuffled deck. 

Without showing the card to the interviewer, 

the interviewer answers the question, “Is the 

statement true?” The respondent answers “Yes” 

or “No” to the interviewer. Confidentiality of the 

respondent is maintained because the interviewer 

will not know which question the respondent has 

answered. Let 1n  be the total number of “Yes” 

answers obtained from the sampled respondents. 

Warner (1965) proposed the following unbiased 

estimator for π :
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1.2	Mangat and Singh’s Technique 

In the Mangat and Singh RR (1990) technique, 

the randomization was done in two stages. In the 

first stage, each of the respondents selected in the 

sample was asked to use the randomization device 

1R . This device consisting of two types of cards: 

type I of known proportion 0T , on which is written, 

“I belong to the sensitive group A”, and type II of 

proportion (1 – T0) on which is written “Go to the 

randomization device R2”. In the second stage, if 

so directed by the outcome of R1, the respondent 

is requested to use R2 which is the same as the 

Warner (1965) device. Under this two-stage RR 

technique an unbiased estimator of the population 

proportion π  is given by:
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where ˆmsp  is the proportion of “Yes” answers 
obtained from a selected sample of size n  selected 
by SRSWR. The variance of the estimator ˆmsπ  is 
given by:
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1.3	Odumade and Singh’s Technique 

Odumade and Singh (2009) selected a sample 

of size n  by SRSWR. Each of the selected 

respondents in the sample is asked to select two 

cards, one card from Deck-I and the other from 

Deck-II. Each of the decks consists of two types 

of cards as in the Warner (1965) model. The 

proportion of cards bearing the statement “I belong 

to the sensitive group A” in Deck-I and Deck-II 

are P  and T  respectively. The respondents are 

asked to report his/her response as ( )YX ,  where 

X  indicates response from the card selected 

from Deck-I while Y  indicates response from 

the card selected from Deck-II. For example if a 

respondent selects a card written “I belong to the 

sensitive group A” from the Deck-I and selects the 

other card written “I do not belong to the sensitive 

group A” from the Deck-II, then he/she will 

supply with a response (Yes, No) if he/she belongs 

to the sensitive group A . On the other hand if the 

respondent do not belongs to the group A, he/she 
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will supply (No, Yes) as his/her response. From 

the n  responses, let n11, n10, n01 and n00 denote, 

respectively, the frequencies of the responses (Yes, 

Yes), (Yes, No), (No, Yes) and (No, No). Odumade 

and Singh (2009) proposed an unbiased estimator 

for the population proportion π  given by:
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The variance of the estimator ˆosπ
 and an 

unbiased estimator of the variance of ˆosπ  are, 

respectively, given by:
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Recently Singh and Sedory (2011) developed 
a lower bound on the variance for (1.9) as
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1.4	Lee et al. (2015)

Lee et al. (2015) selected a sample s  of size 

n  by SRSWR method. If the selected respondent 

in the sample s  does not belong to the sensitive 

group AC, he or she is directed to draw one card 

from each of the two decks D1 and D2 of the Pair I 

(shown in Fig. 1) and was asked to report one of the 

following four responses: (Yes, Yes) or (Yes, No) 

or (No, Yes) or (No, No). If a respondent belongs 

to the sensitive group A, he or she is directed to 

perform similar randomized device using the Pair 

type II with decks cards D3 and D4.

Pair I
Deck-DI Deck-D2

1Q
 
: I belong to the group A  

with probability 1P

2Q : I belong to the group cA  

with probability ( 11 P− )

1Q
 : I belong to the group A  

with probability 2P

2Q : I belong to the group cA  

with probability ( 21 P− )

Pair II
Deck-D3 Deck-D4

1Q : I belong to the group cA  

with probability 
1T

2Q : I belong to the group A  

with probability ( 11 T− )

1Q : I belong to the group cA  

with probability 
2T

2Q : I belong to the group cA  

with probability (
21 T− )

Fig. 1. Representation of Deck’s Combination

The probability of obtaining the four 
randomized responses (Yes, Yes) or (Yes, No) 
or (No, Yes) or (No, No) from a respondent was 
obtained by Lee et al. (2015) as follows:

( )*
11 1 2 1 2 1 2P P T T T Tθ π= − + , 

( ) ( ){ } ( )*
10 1 2 1 2 1 21 1 1P P T T T Tθ π= − − − + −

( ) ( ){ } ( )*
01 2 1 2 1 2 11 1 1P P T T T Tθ π= − − − + − ,

 ( )( ) ( )( ){ } ( )( )*
00 1 2 1 2 1 21 1 1 1 1 1P P T T T Tθ π= − − − − − + − −

Let * * * *
11 10 01 00,  ,  ,  n n n n  be the total number of 

(Yes, Yes), (Yes, No), (No, Yes) and (No, No) 

answers. Then *
ijθ  can be unbiasedly estimated 

by the proportion * *ˆ / ; , 0,1ij ijn n i jθ = = . The 

likelihood function of *
ijθ  is given by

*
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Lee et al. (2015) proposed the maximum 

likelihood estimator of the population proportion 

π  as the solution of the equation

( )
*
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n
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∂
, given as
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Lee et al. (2015) did not provide any explicit 

expression of the Maximum Likelihood estimator  

of π . However they derived the Cramer-Rao lower 

bound of the variance of the maximum likelihood 

estimator ˆmleπ of π  as 
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Finally Lee et al. (2015) compared the estimate 

of the standard error of the lower bound of the 

variance estimator of the proposed estimator ˆmleπ
with the standard error of the lower bound of 

Odumonde and Singh obtained by Singh and 

Sedory (2011, 2012).

The strategy proposed by Lee et al. (2015) 

mentioned above can be used only for an SRSWR 

sampling design. Most of the surveys in practice 

are complex surveys and information on more 

than one character is collected at a time. Some of 

them are sensitive and others are not. To alleviate 

the aforementioned problem, we have formulated 

general method of estimation of the population π , 

variance of the proposed estimator and its unbiased 

estimator for any complex survey designs. The 

details are given below. 

2.	 PROPOSED STRATEGY

In this strategy, an initial sample s  of size n  

is selected from a finite population U = (U1, U2, 

..., UN) of N identifiable units by some arbitrary 

sampling design p. Let iπ  (> 0) and ijπ  (>0) be 

the inclusion probabilities for the ith and ith and jth  

(i ≠ j) unit, respectively. Then each of the selected 

respondent in the sample s  is asked to use the 

randomization device suggested by Odumade and 

Singh (2009). From each of the respondents one 

of the answers (Yes, Yes), (Yes, No), (No, Yes) 

and (No, No) is obtained as his/her randomize 

response. Let us denote:

x11(i) = 
th1  if the answer from the  unit from the deck D1 is "YES"

0  otherwise

i

						      (2.1)

x12(i) = 
th1  if the answer from the  unit from the deck D2 is "YES"

0  otherwise

i



						      (2.2)

x21(i) = 
th1  if the answer from the  unit from the deck D3 is "YES"

0  otherwise

i

						      (2.3) 

and

x22(i) = 
th1  if the answer from the  unit from the deck D4 is "YES"

0  otherwise

i

						      (2.4)

Further, let us denote an indicator variable 
attached to the ith unit as:

th

th

1  if the  unit A

0 if the  unit A

i
yi i

 ∈= 
∉

	 (2.5)

Probability of getting answer “Yes” from the 
deck 1 2 3, ,D D D  and 4D are respectively given by

11 1 1( ) (1 )(1 );i ii y P y Pθ = + − −

12 2 2( ) (1 )(1 );i ii y P y Pθ = + − −

21 1 1( ) (1 )(1 )i ii y T y Tθ = + − −  and 

22 2 2( ) (1 )(1 )i ii y T y Tθ = + − −

Noting that 11( )x i is a Bernoulli variable with 
parameter 11( )iθ , we have 

( )11 11 1 1( ) ( ) (1 )(1 )i iE x i i y P y Pθ= = + − − 	 (2.6)

and

( ) ( )11 11 11( ) ( ) 1 ( )V x i i iθ θ= − 	  (2.7)
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The equation (2.6) yields an unbiased estimator 
of iy  based on the observation 11( )x i  obtained from 
the deck 1D is

11 1

1

( ) (1 )
ˆ (1)

(2 1)i
x i Py

P
− −

=
−

	 (2.8)

The variance of ˆ (1)iy is
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Similarly, estimators of iy  and their variances 
based on decks 2 3,  D D and 4D are given as follows:
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Since ˆiy (1), ˆiy (2), ˆiy (3) and ˆiy (4) are independently 

distributed, we find the optimum estimator of iy from 
the ith respondent based on the data obtained from four 

decks of cards as
4

1

ˆ ˆ ( )i j i
j

y w y j
=

=∑ 	 (2.11)

where 
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The variance of ˆiy  is
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1
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V y φ
φ

−

=

 
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 
∑  	 (2.12)

The above findings yield the following results: 

Theorem 1:

1.	 iiR yyE =)ˆ(

2.	 ˆ( )R iV y φ=  where ˆiy  and φ  are given in 

(2.11) and (2.12) respectively.

It should be noted that the variance φ  is known 
and independent of iy ’s. In case 1 2P P=  and 1 2T T= , 
Lee et al. (2015) RR technique reduces to Odumade 
and Singh’s (2009) RR technique where each 
respondent supplies two independent randomized 
responses. Further, if 1 2 1 2P P T T P= = = = , Lee  
et al. (2015) RR model reduces to Warner’s 
(1965) model where each respondent supplies 
four independent RR responses. 

In this case, 

( )
( )2

1

2 1
i

P P

P
φ φ

−
= =

−
 and 

(1 )
ˆ

(2 1)
i

i
z P

y
P
− −

=
−

 

where 
4

11
1

1
( )

4i
i

z x i
=

= ∑
 

= proportion of “Yes”  
 
answers obtained by ith respondents in four 
independent RR trials.

2.1	Unbiased Estimation of Population 
Proportion π  
Consider a linear homogeneous unbiased 

estimator of the population proportion π  as:

1
ˆ ˆas si i

i s
b y

N
π

∈

 =  
 
∑ 	 (2.13)

where bsi’s are known constants and satisfy 
unbiasedness condition:

( ) 1si
s i

b p s
⊃

=∑
 	

(2.14) 

and ∑
∈si

denotes the sum over distinct units in the 

sample s.

Now using method proposed in Arnab and 
Shangodoyin (2015), we get the following 
theorem:



Raghunath Arnab et al. / Journal of the Indian Society of Agricultural Statistics 70(2) 2016 131–138136

Theorem 2:

1.	 The estimator ˆasπ  is unbiased for the 

population proportion π .

2.	 The variance of the estimator ˆasπ  is given 

by:

( ) ( )2

1
ˆ( ) 1 1as i ij

i A i j A
V a a

N
π

∈ ≠ ∈

 
= − + − 

 
∑ ∑∑

	      1
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a φ
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where 

2 ( )i si
s i

a b p s
⊃

=∑

,

( )ij si sj
s i j

a b b p s
⊃

= ∑ 	 (2.15)

and )(sp  is the probability of selection of the 

sample s. 

3. An unbiased estimator of ˆ( )asV π is given by:

( ) 2
2
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V c y c y y
NN
φπ
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 
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where the constants csi and csij satisfy the conditions:
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= −∑

and 
,

( ) 1sij ij
s i j

c p s a
⊃

= −∑  for ji ≠  	           (2.16)

Further, using the Threorem 2 and method 
proposed in Arnab and Shangodoyin (2015), we 
have the following results:

2.2	Horvitz-Thompson Estimator
The estimator ˆasπ  reduces to the Horvitz-

Thompson estimator:

ˆ1
ˆ i

ht
ii s

y
N

π
π∈

= ∑  	 (2.17)

for the population proportion π  when 1/si ib π=
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1 1
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It can be shown that for a fixed effective size n 

design an alternative Yates-Grundy (1953) analogue 

estimator of ˆ( )htV π is given by:

2

1ˆ i j ij
hg

i j s ij

V
N

π π π
π< ∈

 −
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π π
 
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		            (2.20)

2.3	SRSWOR Sampling

For the SRSWOR sampling design, /i n Nπ =  
and ( 1) /{ ( 1)}ij n n N Nπ = − − . In this case ˆhtπ  reduces 

to the estimator:

1
ˆ ˆwor i

i s

y
n

π
∈

= ∑
 	

(2.21)

The variance and unbiased estimator of the 
variance of ˆworπ  are given as follows: 

ˆ( ) (1 ) (1 )
( 1)wor

NV f
n N N

φπ π π= − − +
−

 	
(2.22)

2
ˆˆ ˆ( ) (1 )
y

wor
s

V f
n N

φπ = − +  	 (2.23)

where 2 2
ˆ

1
ˆ ˆ( )

1y i wor
i s

s y
n

π
∈

= −
− ∑ .

2.4	PPSWR Sampling Scheme

For a probability proportional to size with 

replacement (PPSWR) sampling scheme, we 

select a sample of size n  using normed size 
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measure 

1

( 0, 1)
N

i i
i

p p
=

> =∑  attached to the ith 

unit (i = 1, ..., N). 

Let U(r) be the unit selected at the rth draw 
(r = 1, ..., n) with probability p(r) and ( )ˆ ry  be an 
unbiased estimator of y(r) obtained from the unit 
U(r) by using the randomized device proposed by 
Lee et al. (2015). In this case the Hansen-Hurwitz 
estimator for the population proportion is given by

( )

( )1

ˆ1
ˆ

n
r

hh
rr

y
Nn p

π
=

= ∑  	 (2.24)

The expression of the variance and unbiased 
estimator of the variance are respectively given by
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2 2
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1 1 1 1 1
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π π φ
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    

∑ ∑  	(2.25)

and  ( )
2
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( 1)
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where 
( )

( )1

ˆ1ˆ
n

r

rr

y
y

n p=

= ∑

2.5	SRSWR Sampling Design

The PPSWR design reduces to the SRSWR 

design when 1/ip N=  for every 1,..,i N= . 

Hence substituting 1/ip N= into ˆhhπ , we find an 

unbiased estimator for π  under SRSWR as:

( )
1

1
ˆ ˆ

n

wr r
r

y
n

π
=

= ∑  	 (2.27)

Finally substituting 1/ip N= in (2.25), we 
obtain 
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s r y
n
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=
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3.	 COMPARISON OF EFFICIENCIES

For the DR (direct response) surveys the 
values of iy  are directly obtained by respondent. 
In this case an unbiased estimator of the population 
proportion is obtained by replacing ˆiy  by its true 
value iy  in (2.13). The expression of the proportion 
π comes out as

1
ˆ si i

i s
b y

N
π

∈
= ∑  	 (3.1)

The variance π̂  is given by

( ) 1
ˆ si i

i s
V V b y

N
π

∈

 
=  

 
∑

 	    ( ) ( )2

1
1 1i ij

i A i j A

a a
N ∈ ≠ ∈

  = − + − 
  
∑ ∑∑ 	 (3.2)

From Theorem 2 and (3.8), we note that the 
estimator of the population proportion for the 
direct response (DR) survey provide much smaller 
variance than that of the RR response surveys. The 
amount of loss of efficiency is given by

ˆ( )
1

ˆ( )
asV

E
V
π
π

= −  

( ) ( )
1 1

1 1
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i
i

i ij
i A i j A
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=
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 
  
 = −

  − + − 
  

∑

∑ ∑∑
 	(3.3)

It is well known that Horvitz-Thopmson 

estimator based on an inclusion probability 

proportional to size (πps) sampling design where 

iπ = npi for i = 1, ..., N always produce lower 

variance than the Hansen-Hurwitz estimator based 

on the same normed size measures pi’s. So, the 

expression of the first component of (2.18),
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1 1
1 1
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π
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is always less than the first component of (2.25) 

2
2

1 1 1

ii An pN
π

∈

 
−  
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∑ . 

The second components of (2.18) and (2.25) 
are the same. Hence for a given RR model, 
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the Horvitz-Thompson estimator based on πps 
sampling design produces smaller variance than 
the Hansen-Hurwitz estimator based on a PPSWR 
sampling design.

Since the psπ reduces to SRSWOR sampling 

design when ip s are equal to 1/N. Hence SRSWOR 
sampling scheme always yield lower variance 
than that of SRSWR sampling procedure under a 
given RR technique.

For the DR surveys, the variance of the 
Horvitz-Thomson estimator based on psπ  
sampling design becomes smaller than that of the 
expansion estimator based on SRSWOR sampling 
design when the study variable is well related to 
the auxiliary variable. But in RR response surveys 
when the study variable y  is an indicator variable 
taking values 0 or 1, y  is seldom proportional 
to the auxiliary variable. Hence, the comparison 
between the Horvitz-Thompson estimator and the 
sample mean based on a SRSWOR sampling is 
not straight forward. 

4.	 CONCLUSION

Method of estimation of population proportion 
of sensitive characteristics based on RR technique 
was proposed by Lee et al. (2015) under SRSWR 
sampling. In this paper generalizations of the 
method of estimation of Lee et al. (2015) for the 
complex survey designs have been proposed. 
The expressions of unbiased estimators for the 
population proportion, the variances of and 
unbiased estimators of variances under various 
sampling strategies are also proposed. It is further 
noted that the Lee et al. (2015) RR model reduces 
to Odumande and Singh (2009) and Warner’s 
(1965) model under special cases where each 
respondent supplies independently two and four 
RR responses respectively.
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