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SUMMARY

The present paper deals with the problem of estimating the correlation coefficient for finite population in case of Probability
Proportional to Size without Replacement Sampling. Asymptotic expressions for the bias, an upper limit of the bias, variance and an
estimate of variance of the proposed estimator for finite population correlation p have been obtained. An empirical investigation has

also been made.
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1. INTRODUCTION

The correlation coefficient p was first
introduced by Bravais (1846) and an estimate

r= Zi:l(xi_i)(yi_y) (11)
ng‘:l(xi—i)z ng‘:l(yi—wz

of this parameter from n pairs of observations
from a bi-variate normal population was
advocated by Pearson (1896). This estimator r
has only been studied for infinite bi-variate
populations. It’s variance,

2
1 1 1
V() =8 [ S ey i
n Lpg; 2 Hz0Moz  4M39 4 Hp
M31 M1z ] (1 2)
H11-H20 H11-Ho2 '

where u's are the central moments of the joint
distribution of the variables x and y was obtained
by Karl Pearson and reported by Kendall (1958).
When the joint distribution of (x, y) is bi-variate
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normal, the variance of the estimator r, for large n,
2)2

L (Fisher, 1915 and
1921). In socio-economic surveys, there is an
extensive use of sampling methods, where normal
or infinite populations are not generally available;
thus a study of the correlation coefficient for finite
population is thus needed. The estimation
procedure of correlation coefficient for finite
population in case of some sampling methods is
available in literature. For reference see Wakimoto
(1971), Gupta et al. (1978, 1979, 1993), Gupta
and Singh (1989, 1990) and Gupta (2002).

becomes approximately

The estimation of the correlation coefficient
in probability proportional to size without
replacement sampling (PPSWOR) has not
received due attention so far. Keeping in view the
importance of this sampling scheme in field
surveys, the present paper considers the
estimation of the population correlation
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coefficient p when the units in the sample are
selected with unequal initial probabilities [p;,
2.pi=1] and the probability of drawing a
specified unit of the population at a given draw
changes with the draw. The paper proposes an
estimator of correlation coefficient (r;) along
with the expressions for bias, variance and
estimate of the variance for the estimator. The
numerical illustration has also been made using a
real life situation.

Let the units in the given finite population be
denoted by Uj, U,,..,Uy and a sample of size n is
taken with PPSWOR sampling and the
measurements on variables X and Y are recorded.
In what follows, we define the following

o {1 if U; is included in the sample
' L0 otherwise

Obviously, E(t;) =m; (the prob. that U; is
selected) so that E(t?) = (t?) = (t}) = m;

E(t;tj) = my; (the prob. that U; and U; both
occur in the sample);

E(tlt]tk) = T[ijk (the prOb that Ui, U] and
U, occur in the sample) and

E(titjtet;) = T (the prob. that U;, U;, Uk
and U, are included in the sample).

We shall also observe the following notations
throughout the paper:

2 fory i Y fory
Zsforz:\;‘:j¢kzl; Z4f0rZiN¢j¢k¢I:1;

sample counterparts.

and Y.’ for

2. THE PROPOSED ESTIMATOR

Let (X1, y1), (X2, Y2), === ,(Xn, Yn) be n pairs of
observations on the variables X and Y for a
sample of size n, drawn with PPSWOR sampling,
from a population of size N. The proposed
estimator ry of p is defined as

rn = (2.2
021.031
(N DynN  XiViti XiY¥jtit)
where 8,; = > —— Z#, e
~ (N 1) onN X tl 1 opn XiXjtitj
021 = Yi=1 m | NSEETT o (2.2)
YiYjtit;

N-1 Y2t
and 931— ( )ZN Tt_i__zli] 1—U’
let E(8,,) = 811, E(8,1) = 8, and
E(é31) = 931, SO that éll = 911 + 811,

é21 = 921 +&y and é31 = e31 + £35.
Hence E(Sll) = 01 E(821) = 0, E(831) = O

V(ei1) = E(ef1), V(gz1) = E(e5,), V(esq) =
E(e31), cov(eyq, €21) = E(eqq €21),

cov(eq, £31) = E(gq1€31) and
cov(ez, €31) = E(gz1 €31).

With these notations, we get the following
results for the case of PPSWOR sampling. These
results are obtained after straightforward but
lengthy algebraic simplifications and thus
the proofs for the same have been omitted in
this paper.

Lemma 1: For PPSWOR sampling

The expected value of §,, is given by E (8,,)
= 911: (N_l) Sxy

The expected value of 8,, is given by E (8,,)
=0,;= (N-1) 57

Lemma 2: The variance ofg,, in case of
PPSWOR sampling, is given by

2

N -1 XYt

N

N
1 « XYtt.
N

Zzl Nt

T

V(sll) = E(sfl) =E
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=(1-3) 5Ll Ly, 0

1N w11
zzxixjmf,-{(l—ﬁ) —f+_,_}_

T N2 T
N-1 1 2 TMijk
2 Y. XX Y2 Uk
NZ 22 T 23 1Tk T[ikTIjk

N-1 X Y;Y
2 22—]+_23X2YYR +
N T T[LkTIL]

Yo X XY Yem e (& —— - 2D L)
J J

N2 T T N2 Tk

1 Tjkl 2
— 2. X X;Y, Y -0
N2 24 ik lT[ikT[jl 11

XX ;Y7

2

Corollary 1: In case of PPSWOR sampling
V(e,,) can be put as

V(e,n) = (22 ) ¥ l+22X2X2((E)2ﬂ+

N T

" L) i) X _224XinXle Uy

' 2
N2 T N2 T4 N T Tkl

B XPX X L (LTI KVDT) gz, (2.3)

T T N2 Tk N2 T j

where 0,; = (N — 1)S3.

The variance of &5, is obtained from (2.3) by
replacing X by Y

Lemma 3: The covariance between g;; and &,;
is given by

Cov(ey1,€21) = E(g11€21)

2 3 2
_ (N-1 X7Y; X{Xym; ((N-1)%  2mm;
= (%) 5 A0y Mmoo 2

M e N2 Nzni]-

T B
3414y kT[L'T[]'T[k NZ ' Tk N2Z' Tk

30N 5. XPX)Yi
N2 2 T

2 1 1-N 1
23 X X; Xy Vi i (—- +— >+

N2 Tk Tk N2 TR T

—+

1 Tijkl
=24 X X:i Xi Y — 6,10
N2 24 iAjaAgt] T T 11VY21

Corollary 2: The covariance between
€,1 and g5 Is given by

Cov(eyq, €31) = E(e11€31)

_ (N-1\? ¢ X 1-Ng YXj
=(—) Y172 +

N T N2 T

3, Y2Y. XL {(E)Z +i,w}+

2
thj N N2 L=

1-N T;T 2 TT;m
{ —. J "k +_2.u}+
N Tk N Tk

Y3 Y2 X) —

TG T

3(1 N) Y2YiX; 1-N 1
B + B Vi mige (St

T T

2 1 Tjkl

—_— + — Y. —

N ) e Za Y A — 0,405,
Lemma 4: The covariance between g,; and &5,
is given by

X?Y?

Cov(ez, €31) = (E)Z Y-+

N T

2
N-1 2vy2 TMij  2(N-1) YPXiX; _
( ) ZZ Xi YJ g N2 ZZ ;
(N 1) 2 Tijk  2(N-1) x7viv;
XiX; Y, —
23 kn” T 22 o
N-— 1 Tk
7 L XE VY — Z3XX YYk knu +
2 XiX;YiY; Ukl
FZZ y + _Z4X X; Yle — 021031
Sincer; = we have

811
821831

6 -1/2
—1 [1+ gllj [1+ ZIJ .
0,05 6y 01

E(I’l)zE s (2.4)
“
e31

Assuming that the sample size is sufficiently
large so that|=2[ <1, and <1 and the
31

€21 -1/2
—) and (1 +
021

-1/2 . .
83—1) as a convergent series in the powers of

031

€,, and €5, can be made, one get from (2.4).

€31

21

binomial expansion of (1+

E(rl) =E[p{1+;£_82_1_83_1_ €11821

11 2031 26317 2041031

£11831  €21%31 +35%1 +35§1 +O(n—2)}]
2011031 4021031 803; 803 ’

Neglecting the terms of the order 0(n=2)
1+ 3E(821) E(811821) E(811831)
8621 20,0, 20,05, (2.5)
E(eea) 3E(831)
4621631 8651

E(rl)zp

Thus r; is not unbiased for p and the bias of
ryis B(ry) = E(ry) —p.
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3. THE VARIANCE OF THE
ESTIMATOR R,

An average measure of the divergence of the
different estimates from the true value is given by
the expected value of the squared error i.e. mean
square error (M.S.E), which in this case is equal

to V(ry) + (B(rl))z. The E(ry) given in (2.5)
has been obtained by neglecting the terms of the

order 0(n~2) while all the terms of the order
O(n™1') have been taken into account. Thus

(B(rl))2 will be of the order 0(n~2). Then to the
order 0(n~1) both M.S.E. and V(r;) will be
same. Although it is the general practice that for
a biased estimator M.S.E. is used, but since in
this case both M.S.E.(r;) and V(r,) are same, we
shall make use of V(r;), the approximate
expression for which can be obtained as below:

V(ry) = E(T ) — (E(ﬁ))

~ T2

-1/2
O,y .(1+i}{1+8i} .
621931 ell e21

=E
12
A
2
1+ 3E(821) _E(epen) E(811831)+
2 863, 26,,0,, 26,,05,
E(821831)+ 3E(8§1) +0(n—2)

4921931 8951

Assuming that the sample size is sufficiently
large so that|=2| <1, and <1 and the

€31

21 31

. €21 —-1/2
binomial ~expansion of (1+2) "and(1+
021

-1/2 . .
i) can be made as a convergent series in the

031

powers of €,, and €3, we get

£ 28 £ £2
V(r) = p?E|1- 2ty 2iu gy fh
=P 621 | 01 65 @ 03,

Si 9%_1 _ 2841821 2841831 | £21E31 +
0%, 63, 01162 011031 021031
_ 3E (&2 E(eq.€
o(n 2)] — p? [1 + (221) __E(e11821)
463, 011021
E(eq.€ E(gpq€ 3E (&2 _
( 11 31) ( 21 31) + (221) + O(n 2)]
011031 2021031 463,

Neglecting the terms of O(n~2) in above
expression, we get

E(e E(e E (&2
V(rl) [ ( 11) 4(931) 4(931) _
21 31
E(e11821) E(€11€31) E(£21£31)
2011021 2011031 2021031

Now substituting the expressions for different
variances and co-variances of £’s involved in

above expression from Lemmas 2-4 and
Corollaries 2 and 3 we can have the expression.

4. ESTIMATION OF VARIANCE V (Ry)

As variance of any estimator cannot be
obtained unless all the population units are
known, therefore we try to get an estimate of this
variance from the sample. Also, as far as
possible, an unbiased estimate is preferred. When
an unbiased estimator is not possible, we go in
for the biased estimators. In this case an unbiased
estimator of V(r;) cannot be easily derived
because of the implicit terms and cumbersome
algebra. In this case an estimate V(r;) obtained
by replacing the various summation terms
involved in V(r;) by their unbiased estimates, is
presented in theorem 1 below:

Theorem 1: In case of PPSWOR sampling, the
variance V(r,) is estimated by

B C D
v(r)—r( o
! 1\83, 483,  40%, 0410,

E F
LRI )
011031 2021034

where

A{N lj Zﬁ sz +Zxxjxyj

Naf 1 iil )gxy2 1 X% Vi
{( N j m Nz quj Nz Zﬂinij 3 TG0
2(N-1 )szyiyj Z)ﬂ Y +ZX,X,yyk

N S mm NS mm 5

2 1 2(N-D) 1 1 XX
LNZ_ ( 2 ) LR
T, TG N T4, N° 47 T4 T
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-1 N-1 1
B= () misbeztd (7))
) s 2y xa? ((
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) 4 1 2(N-1) 1
Y3 Xi XXy e " |
N“ Ty N T

c= (2 )Z;yl+22y1y, ((”Nl)z. Ly

T[i‘l'[j

+

2 1 4-(N 1)2, yly] +i 1 YiVjVrd
N2 T i N29Y omm
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L5 VEYiYk [Nz

2 3
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D= (T) 17 + Zz +
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3(1-N y VijXi 1 ViVjiYrXx
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1 2 1 ]
e N2 g’
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, 1-N
X3 YVi¥ViVrXk [F

T 111
2(N- 1)2 x; x,yl N—1Z, XXV _
N2 2 ant] N2 <3 T
2(N- 1)2 xtyivy
N2 2 T

XYy | 2 s XiXYiYj
23 T v N2 ZZ 2 F
iTjk i
iZ, XYk L g XiXVEYI
N2 3 e N2

5. AN EMPIRICAL INVESTIGATION

An empirical investigation has been
undertaken on ten natural populations of size N =

12 from the published literature (Appendix-1).
From each population a sample of size n = 6 has
been considered. For this purpose, Midzuno
(1950) sampling scheme is used. The unit at the
first draw is selected with unequal probabilities
{of a selection, while at all subsequent draws, the
units are selected with equal probabilities and
without replacement.

Let the units in the population be Uy, U,..,Uy
and a sample of size n is drawn with Midzuno’s
scheme of sampling. Consider the random
variable (i= -, N) such that

o {1 if U; is included in the sample
' 0 otherwise

then for this scheme of sampling (ref.
Sukhatme and Sukhatme (1970)),

E(ti):EPi"‘z_j:ﬂi,
E(t;itj) = (P +P)+ ] i,
—1) (n—2) [N -
SCUNE 83_3) i3 0rr)
3

n_

_ (n-1)(n-2)(n-3) [N-n
E(titftktl) T (N-1)(N-2)(N-3) In-4 (pi *

n—4
pj+ prtp)t E] = Tijk
The variances for the estimator r and the

proposed estimator r; for these populations have
been worked out and are presented in Table 1.

Table 1. Variance of the Estimators for
PPSWOR Sampling (N = 12, n = 6).

Population No. P V() V(r)
1 0.9825 0.000062 0.00074
2 0.4033 0.04083 0.14020
3 0.4922 0.06336 0.11480
4 0.7359 0.02624 0.04204
5 0.7599 0.01269 0.03571
6 0.4112 0.05400 0.13810
7 0.6074 0.02176 0.07965
8 0.6898 0.01907 0.05495
9 0.5576 0.03514 0.09497
10 0.2641 0.08097 0.17310

The perusal of these variances reveals that
variances of the proposed estimator ry are smaller
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in comparison to the estimator being used in
practice; indicting thereby the usefulness of the
proposed estimator r; of in practice for
PPSWOR sampling.

APPENDIX-1

Population No. 1: Sampling Theory of Surveys
with Applications, (Edition Il) Sukhatme, P.V.
and Sukhatme B.V. (1970), Asia Publishing
House, India. Table No. 4.8, 185.

Population No. 2: Sampling Techniques (Edition
I1) Cochran, W.G. (1963), John Willey and Sons
Ltd., New York, 32.

Population No. 3: New Developments in Survey
Sampling Norman L. Johnson and Harry Smith
(1969), John Wiley and Sons Ltd., New York,
288-89.

Population No. 4: Sampling Theory and
Methods, Murthy, M.N. (1967), Statistical
Publishing Society, Calcutta (India), 228.

Population No. 5: Sampling Theory and
Methods, Murthy, M.N. (1967), Statistical
Publishing Society Calcutta (India), 127-130.

Population No. 6: The design of sample surveys,
Des Raj (1972), Mc-Graw Hill Book Company,
New York (U.S.A)), 81.

Population No. 7: Impact of changing conditions
on grain marketing institutions and the structure
of grain markets in erstwhile Punjab-India
(1968), A.S. Kahlon, Punjab Agricultural
University, Ludhiana, 126.

Population No. 8: Family Budgets of thirty two
cultivators in the Punjab 1971-72, Publication
No. 210, Economic and Statistical Organization
Punjab (India), 40-43.

Population No. 9: Family Budgets of thirty two
cultivators in the Punjab 1971-72, Publication
No. 210, Economic and Statistical Organization
Punjab (India), 60-63.

Population No. 10: Farm Accounts in Punjab
1970-71 Publication No. 128-The Board of
Economics Inquiry Punjab, Punjab Government,
Chandigarh (India), 88-91.
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