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SUMMARY

Here we introduce a bivariate version of the alternative hyper-Poisson distribution (4H/PD) of Kumar and Nair (Statistica,
2012) as the distribution of the random sum of bivariate Bernoulli random variables. It is shown that both marginal distributions
of this bivariate version are AHPDs and derive some important aspects of the distribution such as expressions for its probability
mass function, factorial moments and conditional distributions. Certain recurrence relations for its probabilities, raw moments
and factorial moments are also obtained. Further, the maximum likelihood estimation of the parameters of the distribution is

discussed and illustrated using a real life data set.
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1. INTRODUCTION

Bardwell and Crow (1964) considered a class of
two parameter discrete distribution, namely the hyper-
Poisson distribution (HPD) through the following
probability mass function (p.m.f), forx =0, 1, ...

= n

Fy+x) ALy, 9

in which y, 0 are positive reals and @(1; y; 6) is the
confluent hypergeometric series (for details see Mathai
and Houbold 2008 or Slater 1960). When y = 1, the
HPD reduces to Poisson distribution and when yis a
positive integer, the distribution is known as the
displaced Poisson distribution studied by Staff (1964).
Bardwell and Crow (1964) termed the distribution as
sub-Poisson when y< 1 and super-Poisson when y> 1.
Various methods of estimation of the parameters of the
HPD have been discussed in Bardwell and Crow
(1964), Crow and Bardwell (1965) and Roohi and
Ahmad (2003a). Some queuing theory associated with
hyper-Poisson arrivals has been considered in Nisida
(1962). Roohi and Ahmad (2003b) obtained certain
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recurrence relations for negative moments and
ascending factorial moments of the HPD. Kemp (2002)
developed g-analogue of the HPD and Ahmad (2007)
introduced and studied Conway-Maxwell hyper-Poisson
distribution. Kumar and Nair (2011, 2012) introduced
certain extended versions of the HPD and discussed
some of its applications. Ahmad (1981) considered a
bivariate version of the HPD (which we named as the
bivariate hyper-Poisson distribution or in short the
BHPD) through the probability generating function

®-gf)
Q(tp tz) = [401(’71)902(’72)]_1 exXp [r’(tl - 1)(t2 - 1)]
@ (1) ®(M,1), 2)

in which @(x) = @1; A; x). Forr 2 0, s 2 0, the p.m.f.
q(r, ) = P[Z, =71, Z, = s] of Z=(Z,, Z,) following
BHPD with p.g.f (2) is

_ T () "I L (D) s

q(r,s)
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where A, >0, A,> 0 and 0 < < min [1,/A)), (N,/A)].

Kumar and Nair (2012) considered an alternative
form of the HPD, namely the Alternative hyper-Poisson
distribution (4HPD), through the following p.m.f. for
x=0,1, ...

_ v
9(x) = )

Y1+ Xy +Xx—6) 4)

in which y> 0, 6> 0 and (a), is the rising factorial:
(@,=a@+1)..(a+k-1)=T(a+ k)l (a),
fork=1,2, .. and (a),= 1. The p.g.f of the AHPD is
G(s) = d1; y, &s -1)]. )

An interesting property of the AHPD is that it is
under-dispersed when y< 1 and over-dispersed when y
> 1.

Through the present paper we introduce a bivariate
version of the AHPD and termed it as ‘the bivariate
alternative hyper-Poisson distribution (BAHPD)’ and
obtain some of its important properties. In section 2, it
is shown that the BAHPD possess a random sum
structure and both of its marginals are AHPDs. Further
we obtain expressions for its conditional probability
distribution, probability mass function and factorial
moments in section 2. In section 3, we develop certain
recurrence relations for probabilities, raw moments and
factorial moments of the BAHPD and in section 4 we
discuss the estimation of the parameters of the BAHPD
by method of maximum likelihood. The BAHPD has
been fitted to a well-known data set and it is observed
that the BAHPD gives better fit than the bivariate
Poisson distribution (BPD) and the BHPD of Ahmad

(1981) with p.g.f (2).

Note that both the BPD and the BHPD do not have
a random sum structure, while the BAHPD possess a
bivariate random sum structure as shown in section 2.
The random sum structure arises in several areas of
scientific research including actuarial science,
agricultural sciences, biological sciences and physical
sciences. Chapter 9 of Johnson et al. (2005) fully
devoted to univariate random sum distributions.

2. THE BAHP DISTRIBUTION

Let Y be a non-negative integer valued random
variable following the AHPD with p.g.f (5) in which

0=6+6,+6,,6,>0,08,>0and 6,2 0. DeﬁneB]:
6.

gj , for j=1,2, 3. Consider the sequence {X, = (X,,,
X,,), n 2 1} of independently and identically distributed
bivariate Bernoulli random variables, each with p.g.f

Ay, 1) = Byt + Bty + Byt

Assume that ¥, X, X, ... are independent. Let S,
= (S)p» Sy) = (0, 0) and define

O

Y Y
Sy =(Syy Sy) = %Zﬂxly-yzng

Then the p.g.f of S, is the following,
H(t), t)) = GiA(t,, 1,)}
=dl;y: 6,(t, -1) + 01, -1) + 63(t1t2—1)](6)

A distribution with p.g.f given in (6) we call ‘the
bivariate alternative hyper-Poisson distribution’ or in
short, the BAHPD. Clearly the BAHPD with y=1 is
the bivariate Poisson distribution discussed in
Kocherlakotta and Kocherlakotta (1992, pp.90) and
when yis a positive integer the BAHPD with p.g.f. (6)
reduces to the p.g.f. of a bivariate version of an
alternative form of the displaced Poisson distribution.

Let (Y, ¥,) be a random variable having the
BAHPD with p.g.f. (6). Then the marginal p.g.f of ¥,
and Y, are respectively

Hy, () = H( 1)
=@l y (6, +6)1 -1
and
HYz(t) = H(1> t)
=@l v (6, + 8)—1].
Let y be a non-negative integer such that P(Y¥, =

») > 0. On differentiating (6) with respect to 7,, y times
and putting 7/, = 7 and 7, = 0, we get

y-1
H®Y (t,0) =6, + 641" ([]D;) 3 (t.0) (7)
=0
1+] _
where D, = vt and CSJ.(II, L) =dl+jy+j; 6, -

1)+ 6,1, - 1)+ 6,1, — D] forj =0, 1, 2, ... . Now
applying the formula for the p.g.f of the conditional
distribution in terms of partial derivatives of the joint
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p.g.f-, developed by Subrahmaniam (1966), we obtain
the conditional p.g.f of ¥, given ¥, =y as

06, + 60 dil+y; y+y, {8 + ) + gt 1)

HYl‘Yzzy(t) -

Hé’zwsa dl+y, y+y, « 8 + 4]

®)
= H,(1) Hy(0) ©)

where H (1) is the p.g.f of a binomial random variable
with parameters y and p = 6,(6, + 6,)"' and H,(7) is
the p.g.f of a random variable following a generalized
version AHPD with parameters 1+, y+y, and 6,. Note
that, when 6, = 0 and/or when Y = 0, H (%) reduces to
the p.g.f. of a random variable degenerate at zero. Thus
the conditional distribution Y, given ¥, =y given in (8)
can be viewed as the distribution of the sum of
independent random variables V', with p.g.f H,(f) and
V, with p.g.f. H (f). Consequently, from (9) we obtain
the following.

y93 + elDy5y+1(1l O)

E(Y1|Y2ZJ7)= (6, + 65) Jy(l,O) (10)
Var(Y\|Y, = y) = %
6D
+5yTllyo){ Dy+15y (1, 0) 5y+2 (11 0) q

+0,(1,0)3,(1,0)~D,[8.4(LOI2 8} (11)

In a similar approach, for a non-negative integer
y with P(Y, =y) > 0, we can obtain the conditional p.g.f.
of Y, given Y, = y by interchanging 6, and 6, in (8).
Therefore it is evident that comments similar to those
in case of the conditional distribution of Y, given ¥, =
y are valid regarding conditional distribution of ¥, given
Y, = y and explicit expressions for E(Y,|Y, = y) and
Var(Y,|Y, = y) can be obtained by interchanging 6, and
8, in the right hand side expressions of (10) and (11)
respectively.

On differentiating the p.g.f. H(¢,, t,) of BAHPD
with respect to 7, and 7,, r times and s times
respectively, we get

r—1 Dmin(r,s)D5D rl _
H9(t, t) =D, 61(6, +6t,) ™™
=100 3, i@ o
[T+s—-m-1 _
E I_l Dig(ez*'%tl)s "3 vs-m(tes t2) (12)
1=r

Now, by putting (¢,, £,) = (0,0) in (12) and by
dividing r! s!, we get the p.m.f. of the BAHPD as
min(r,s) ~*
h(r,s)=611’925 z D (m+1)5r+s—m(ono)( ) )m'

& mi(r-m)(s-m)! 66,

(13)

r+s-m-1

in which D*(m + 1) = |_| D . By putting (¢,, 1,)
j=0

= (1, 1) (in (12) we get the (7, s)” factorial moment
My g of the BAHPD as

min(r,s)

Hir.s = T'SH(6,+6) (6 + 8)° Z ml(rD— fnn;lJ(rsli m)!
m=0 o . H

where a = 6,(6, + 6,)7'(6, + 8,)"". From (14) we obtain

E(Y) = Hpy o) = Vl(el + 93)9
E(Y)) = fy = V'(6, + 6)),

and
Cov(Y, Yy) = Hyy 7= My oMo, 1)

(y-1 -1
= (D) G+&)(&+6)+y-4,

Since D, =y and D, =2(y+ 1)™"

From the expression of Cov (Y|, ¥,) it can be
observed that ¥, and Y, are partially correlated when
y=1.

3. RECURRENCE RELATIONS

Let (Y,, Y,) be a random vector following the
BAHPD with p.g.f (6). Forj =0, 1,2 ..., define y* +
= (1 +J, y+j) Now, the p.m.f. h(r, s) of the BAHPD
given in (13) we denote A(r, s; Y). Then we have the
following result in the light of relations:

Ht,. )= Y h(r.sy)uts

r=0s=0
=dLy, 4t -1+ 6(t; 1) + G(4t, -1)] (15)

and

(e o]

Yh(r,sy" +D)t; = d2; y+1; gt -1)
r=0s=0
+ 6,1, 1) + 6,(¢,1,— 1] (16)
Now we obtain certain recurrence relations for
probabilities of the BAHPD through the following
result.
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Result 3.1. The probability mass function A(r, s; ¥) of
the BAHPD distribution satisfies the
following recurrence relations:

ya h(r,0;y +1),r 20 (17)

hr+1,0; y) = ( )

1
hr+1,sY)= ( 1)[91h(r, s Y+

+65h(r, s-1; y +1)], r 20,521 (18)

h0, s+ 1; y) = (yff)h(Osy +1),s=0 (19)

Hros 1Y) = ¢ __[9,h(r, 5 ¥ +1)

+63h(r =1, s, ¥ +1)], r 21,520 (20)

Proof. On differentiating (15) with respect to 7,, we
obtain

H®O (t,,t,) = ZZ(r+1)h(r+1 SYOHtS

r=0s=0
= Dy(6, + 6,1,)0,(1, 1), (21)
where d,(#,, £,) is as given in (7).
By applying (16) in (21) we get the following

0

Y > (r+DN(r +1 5 )t = Dy qu iy +e
r=0s=0 r=0s=0

[oe) [oe] . D
*6:3 N0,y +DHE"D (22)

r=0s=0

On equating the coefficient of t{tJ on both sides
of (22) we get the relation (17) and on equating the
coefficient of t{t5 on both sides of (22) we get the
relation (18). We omit the proof of relations (19) and
(20) as it is similar to that of relations (17) and (18).

Result 3.2. Forr, s 20 simple recurrence relations for
factorial moments H;, ()f) of order (7, s)
of the BAHPD are the followmg

ll[,+ 1,3]07) = DQ (61 + 93) /,l[r’ ] (V +1)
+ D093Su[r7 s 1] y+1 (23)
ﬂ[r, s+ 1]();) = D0(92 + 93)/1[,’ 3]07 +1)
+ DOy, (Y + 1) (24)
in which Hy, 0]()7) =1

Proof. Let (Y, ¥,) be a random vector having the
BAHPD with p.g.f H(z,, t,) as given in (6). Then the
factorial moment generating function F(7,, ¢,) of the
BAHPD is
F(t,, t)=H( +1,1+1)
=¢L; y, (6, + O, + (6, + 6,)t, + Ost,1,]
i3
Z Z,U[r g(V) == = 25)

r=0s=0

On differentiating (25) with respect to 7, and
adopting a similar argument as in the proof of Result
3.1, one can obtain the following.

ZZ/J[Hls]( )tltz-Doﬂéi*@)ZZHrsl( +1)
r=0s=0 r=0s=0
s+1
833 gy + e g @)
r=0s=0

Now on equating the coefficients of (#!s!)'t]t5

on both sides of (26) we obtain the relation (23). A
similar procedure implies (24).

In a similar way as in the proof of Result 3.2, we
can obtain certain recurrence relations for raw moments
of the BAHPD from its characteristic function instead
of considering the factorial moment generating
function. Thus we have the following result.

Result 3.3. Two recurrence relations for the (7, s)* raw
moments U, () of the BAHPD are:

X T OO0 x
Hras(y )= DOH.LZ D-DH—j,s(y +1)
= OO

g

Em_ L k(V +D) 27)

===

r S
0035

J=0k=0

|

j

and
* S ESD *
Fe s (V') = Dob Z H(E”,s—k(y +1)

SOmg]
ZD DDIHM jSk(y +1). (28)
J=0k= ol

+ D093

4. ESTIMATION OF PARAMETERS

Here we discuss the estimation of the parameters
of the BAPHD by method of maximum likelihood.
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Let B(r, s) be the observed frequency of the (, s)”
cell of a bivariate data. Let y be the highest value of
observed and z be the highest value of s observed. Then
by using (13) the likelihood function of the sample is
the following.

y z
L= 9%,

r=0s=0

which implies

logL = ZZB(r s)logh(r,s). (29)

r=0s=0
Let 8,6, & and y denote the maximum
likelihood estimators of the respective parameters
6, 6, 6; and yof the BAHPD. On differentiating (29)
partially with respect to the parameters and equates to

zero, we have the following likelihood equations, in
which

min(r,s) Pre——
Ar9= Y D (M+1)8 "8 "' F+5-m(0,0)

mi(r —m)l(s—m)!

m=0

n(a: x) = Ya) —Yfa + x);
1
Ya)= F( a) da [ (@] and 5(0 0) is as defined in (7).

dlogL

=0
06,
equivalently,
y z
> SB(r.9) :
r=0s=0 h(r,s)
x%mis) D' (m+ 18 """ 345 (0.0) = A(r S)B: 0
0 m=o (r —m-=1)!(s -m)!m 0
(30)
06,
equivalently,
y z
(r,s)
r:OsZ h(r S)
x|]1|n(r S) D (m+1)9r mgs m—l%nd+s—m(0,0) —A(r S)D_ O
E m=0 (r =m)(s=m-1)im | E

€2))

O
equivalently, ’
y z
2 280 h(r s)
%Wis) D' (m+1)6] "5 """ 445 (0,0) —A(r S)B: 0
0 (r =m)!(s —m)!(m 1! o
(32)
and
oy
equivalently

y z 1 min(r,s)D*(m_'_l)eI_mgzs_m%n
rZoSZoB(r'S) h(r,s) mZo (r —-m)i(s—m)!m!

Z (1+r(;irT)s[_r$1? :("92)] n(y+r+s-mx)

431 45-m(0,0)7(ir +s =) §= 0 (33)

Now &, 6, 6 and j can be obtained by solving

the likelihood equations (30), (31), (32) and (33), by
using some mathematical softwares.

S. AN APPLICATION

The procedure of maximum likelihood estimation
discussed in section 4 is illustrated here using a real life
data set taken from Patrat (1993). The description of
data is as follows: The North Atlantic coastal states in
USA can be affected by tropical cyclones. They divided
the states into three geographical zones:

Zone 1: Texas, Loinsiane, The Mississipi, Albama;
Zone 2: Florida;
Zone 3: Other states.

Now the interest is in the study of the joint
distribution of the pair (¥,, ¥,) where ¥, and Y, are the
yearly frequency of hurricanes affecting respectively
zone 1 and zone 3. The observed values of (Y, ¥,)
during 93 years from 1899 to 1991 are as given in
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Table 1. Comparison of observed and theoretical
frequencies Hurricanes (1899-1991) having affected

Zone 1 and Zone 3, using method of maximum likelihood.

Zone 1 0 1 2 3 Total
Zone 3
OBS |27 9 3 2 41

0 BPD |2933 1320 297 045 4592
BHPD (2776 1395 2.61 030 44.62
BAHPD | 23.81 1536 228 0.19 41.64

OBS |24 13 1 0 38

1 BPD | 20.03 9.63 231 037 3234
BHPD [ 1956 1041 213 027 3237
BAHPD | 2598 10.79 191 0.19 38.87

OBS 8 2 1 0 11

2 BPD 6.84 350 0.89 0.15 11.38
BHPD | 7.16 4.01 0.89 0.12 12.18
BAHPD | 6.52 323  0.69 0.09 10.53

OBS 1 0 2 0 3

3 BPD 1.56 0.85 023 0.09 2.73
BHPD 1.77 1.04 025 0.04 3.10
BAHPD | 0.95 0.57 0.15 0.02 1.69

OBS | 60 24 7 2 93
BPD [5952 2606 566 0.82 93
Total | BHPD | 56.25 2941 588 0.73 92
BAHPD| 5726 2995 503 049 93

Table 2. Estimated values of the parameters of the BPD,
the BHPD and the BAHPD by the method of maximum

likelihood estimation and corresponding chi-square values.

Distributions | Estimates of parameters | Chi-square values

6 = 0683

BPD 6, = 0450 1.967
6 = 0.021
g, = 0.780
g, = 0324

BHPD 6 = 0021 1.865
A = 1075
Ay = 0619
6 = 0362

BAHPD 6, = 0214
& = 0.043 1.707
y = 0571

Table 1. We obtain the corresponding expected
frequencies by fitting bivariate Poisson distribution
(BPD), the bivariate hyper-Poisson distribution (BHPD)
of Ahmad (1981) and the bivariate alternative hyper-
Poisson distribution (BAHPD) to the data using method
of maximum likelihood. The estimated values of the
parameters of the BPD, the BHPD and the BAHPD, and
the corresponding X?- values are listed in Table 2. From
Table 2 it can be observed that the BAHPD gives a
better fit to this data compared to the existing model
BPD and BHPD.
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