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SUMMARY

Using the calibration approach, the Hansen and Hurwitz (1946) technique based estimator is developed for the situation
where the information on auxiliary variable is assumed known for the entire sampled units. Expressions for the estimator of
population total, its variance and variance estimator are developed. The theoretical results are illustrated with the help of
simulation studies. Simulation results show that proposed calibration approach based estimator outperforms the Hansen and

Hurwitz estimator.
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1. INTRODUCTION

In many human surveys, it generally is not possible
to obtain information from all the units in the surveyed
population. The problem of non-response persists even
after call backs. The estimates obtained from
incomplete data may be biased particularly when the
respondents differ from the non-respondents. To address
the problem of bias, Hansen and Hurwitz (1946)
proposed a technique essentially to adjust for non-
response. The technique consists of selecting a sample
from the population, identifying the non-respondents in
the sample and selecting a sub-sample of non-
respondents. Through specialized efforts data are
collected from the sub-sampled non-respondents so as
to obtain an estimate of non-responding units in the
population. The data from the initial respondents and
the respondents in the sub-sample is combined to
produce an unbiased estimator of the population mean/
total. Foradori (1961) proposed the technique of sub-
sampling of the non-respondents to estimate the
population total in the context of two stage sampling
design with unequal probability sampling at the first
stage. Srinath (1971) used a different procedure for
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selecting the sub-sample of respondents where the sub-
sampling procedure varied according to the non-
response rates. Oh and Scheuren (1983) attempted to
compensate for non-response by weighing adjustment.
Kalton and Karsprzyk (1986) tried the imputation
technique. Tripathi and Khare (1997) extended the sub-
sampling of non-respondents approach to multivariate
case. Okafor and Lee (2000) extended the approach to
double sampling for ratio and regression estimation.
Okafor (2001, 2005) further extended the approach in
the context of element sampling and two-stage sampling
respectively on two successive occasions. Chhikara and
Sud (2009) used the sub-sampling of non-respondents
approach for estimation of population and domain totals
in the context of item non-response.

It may be mentioned that the weighting and
imputation procedures aim at elimination of bias caused
by non-response. However, these procedures are based
on certain assumptions on the response mechanism.
When these assumptions do not hold good the resulting
estimate may be seriously biased. Further, when the
non-response is confounded, i.e. the response
probability is dependent on the survey character, it
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becomes difficult to eliminate the bias entirely.
Rancourt et al. (1994) provided a partial correction for
the situation. Hansen and Hurwitz’s sub-sampling
approach although costly, is free from any assumptions.
This technique is very effective when the bias caused
by non-response is serious, ie. it is possible to obtain
unbiased estimators by observing only a sub-sample of
non-respondents. In what follows, an estimator of
population total has been proposed using the Hansen
and Hurwitz (1946) technique through the calibration
approach, described in Deville and Sarndal (1992) and
Sarndal (2007), when information on a related variable
is assumed known for the units selected in the sample.
Different situations are considered. Besides, expressions
for the variance and estimator of variance are also
developed. The developed theory is illustrated with the
help of a simulation study in section 3. Finally section
4 presents concluding remarks.

2. THEORETICAL DEVELOPMENTS

Let there be a finite population U = (1, 2, ..., N)
of N units. Let the population size of the responding
stratum be N, and that of non-responding stratum be
N, such that N, + N, = N. Let the study and the
auxiliary variable be denoted by ‘y’ and ‘x’ respectively.
The objective is to estimate the population total

T=2U Yk on the basis of a probability sample

selected from the population. We shall let 7, and m;
denote the first order and second order inclusion
probabilities for the unit i and pair of units i, j,
respectively being included in a sample of size » drawn
without replacement from a population U using a
sampling design p(.). Let us consider the following
situations:

(a) In the first phase, a sample s, of size n, is drawn
from the population of N units according to the
design p (.) with positive first order and second
order inclusion probabilities, respectively as 7,
andrm,, k#le U LetA,, =mn, ~n, 7, k#l

akl® ak “bab
e U

(b) Despite efforts to obtain responses y, from all
elements in s, some non-response occurs.
However, the information on the auxiliary variable
is available for all elements in s .

(c) We assume that the response is stochastic. In other
words, there exists a response distribution (RD)

that governs the dichotomization of the sample s,
into a responding subset s, of size n_;, and the
other non responding subset s ,, of size n ,. Thus,
if a given s, were surveyed repeatedly, the
composition of the subsets would vary from one
survey to the next.

(d) A sub-sample s, of size n, is drawn from s _,, by
a design p(.|s,, ) with positive first order and
second order inclusion probabilities denoted by
Tkls,, and Tgi/s,, , k #1 € s,

Let Akt /s, =Tkil sy =Tkl 53571 50> kK # 1 € 55
The required efforts are made to record a response from
every element in s, C s ,. The set for which y is
observed is denoted by s = s, Us,. Hansen and Hurwitz
(hereafter HH) estimator for population total 7 (Hansen
and Hurwitz, 1946) is given by

if k€ sq1

N % . 71'*— Tak
Tﬂ-=2syk/7l'k, with %k = if ke sy

TakTCk [ 5,4,

We now consider two cases: (i) the stratum sizes

of the population are unknown and (ii) the stratum sizes

of the population are known. Then define the estimator
for population total 7 for these two cases.

Case 1.

We consider that the size of the responding stratum
is NV, and that of non-responding stratum is NV, such that
N, + N, = N. We further assume that both N, and N,
are unknown. In this case the HH estimator for the
population total 7 is given by

Sal §2 ’
where y; =y /7y and §k = p k;Z/ . Note that
a Sa2

E, {ERD(f,zl /5,,5,0))=T . Here Epp(./s,) refers to
expectation with respect to (unknown) response
distribution, given s_and E, refers to expectation of all
possible samples of size n, from N. This shows that the
estimator 7, is unbiased estimator of 7.

Further, under SRSWOR the estimator f"m
reduces to

A

Ip = N(Walynal +Wa2Vn2) (2.2)
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where
Ng| 1 n )
— _ _ g
ynal = zyk yn2 __Zyk Wal = sWa2 =
Nal 11 n -1 ng ng

The variance of estimator for the population total
T,y in (2.1) is given by

. Ny N
V(Tﬂl)zzzAa Yk N +22A Yk
k=11=1 Tak Tal  j=11=1 Tak Tal

+222Aa g2

k=11=1 Tlak 7Tal
GG Yk Vi
+EEgp{ Y, D Aurs,,
k=11=1 TakTk /5,5 Tal”ll/ s,y

2.3)

Under SRSWOR the variance expression (2.3)
reduce to

V(Tr) = N(fa =S +[faNa(f2 = 1)S31 (2.4)
where
N _nma 2
fa_na’fz 1 ’S (N

and S%_(Nz I)E(yk_ N2

An unbiased variance estimator of fm in(2.3) is

given as

Sal Sal

V(Ty) = 22 Aai Yk Vi

k=11=1 T Tak Tl

+222 Aaii Yk I

k=11=1 Ty Tak Tl

S S

“zﬁAakl Yk VI
ES3

k=1i=1 T Tak Tal

52 52
n ZZAkl/saz Vi v 2.5)
k=11=1 Tkl /545 TakTk/sa2 TCaiTT]]sa2 ’

TakiTCkl/ 5,4,

ifk,le Sa2

= | kil s if ke sg,le sy
K= :
Taa®i/s,, U KE Sa1,l€ 542

TTaki ifk’le Sal

The corresponding estimator of variance under
SRSWOR is

‘}(fﬂ'l)
_ N(N_l)na (N_na)
(D)

~ =2 1\ Wa2 2
na(N—l)(GW yw)+(f2 na sn2i|

2.6)

where

(nalyn al + naZynz)

zyk+ azzyk’ ’yw_ 1

2k1 n,

1
2
and § 1 (2 1) Eyk_ Zynz .

Since non-response is assumed absent for the
auxiliary variable, the variable x is known for both the

. 1
subsets s, and s_,. Let us define dy =—o,
a a ﬂak

and Xs,p =Y dx;. The calibration
Sa2
approach is used to modify the original weights,

diss,, = ”
Sa2

dadyys,, , by minimizing the chisquare type distance,

‘ 2
& (Wi —dgrdyys,,)

with respect to w, and subject to
it dakdi /s, 9k

the restriction Zwkxk = X542, where g, are suitably

52
chosen known weights. In the literature, three
1
commonly used values of ¢, are 1, x, and g

Depending upon the situation (or type of estimator) we
choose different values. For example, calibrated
estimator reduces to regression and ratio estimator if

1
q,=1and 9% = o respectively.

To obtain the revised weights, we consider the
Lagrangian multiplier technique and use the following
function

(p:z(wk—dakdk/saz B (zwkxk

o dakdiis,, 9k

J 2.7



332

Rohan Kumar Raman ef al. / Journal of the Indian Society of Agricultural Statistics 67(3) 2013 329-337

Minimization of (2.7) gives following weights as

where
wr =dadys,, +(Xsa2 - %xkdakdk/saz J S duve
1 €2k= Yk _:Bsazxk and ﬁva2 =S§dﬁ~
a
x 5 dakdk /s, 9k k- (2.8) Su2
N dudy s, kX “
" Under SRSWOR the variance expression reduces
Using the new set of weights given in (2.8), the to
proposed calibrated estimator of population total 7 is
iven b S
SIVEn DY V)= (fa =D = D[Zyk+2yk NYN}
Toart = D, dak Vi + 2, Wi Y- (2.9) 5
o 8 +EEgp 1 (f _1)%—2% y _Mx
Taking ¢, = 1/x, and substituting the value of w, PERDAM 2 = ) —1) = k s “Ir
in (2.9), we get
(2.13)
Y vkdakdys,, where
= dp + 22— X, . 2.10
call szyk ak Exkdakdk/s i Sa2 ( ) noy N
al
5 )’na2=—2yk and Yy =— ZYk.
a2 11
Note that the estimator 7, is biased

Following Sarndal (1992) the estimator of variance

Under SRSWOR, the estimator T 411 reduces to of Teanr is

5 Yk VL SAa Yk VI
Yy V(Toan) = Bau +
Tean1 = N(Walyn LW = xnazJ @2.11) call 2 2 2 2
"2

k=11=1 Ty Tak Tl k=11=1 7y Tak Tal

+222Aakl Yk VI

k=11=1 %l Tak Tal

where

1 Ngo

¥ o= T .4
Ky = Zxk’xnz_ Zxk X 52 52 A
o ng k=1 n2 k=1 4| ZSa2 22 kL7542 2%k €| ,

Xs, k=11=1TCkl/szn TCakPCki! sy, Tal®ll/s,,
The variance of fcall to the first order of
approximation is given by

(2.14)
where
R/ Yk N
V(Toan) = ZZAak +222Aakl__
k=11=1 Tak Tal =1=1  Tak Tal . Zdakdk/sazyk
e =Yk — :szxk By, = :
+222Aal)’k Vi szd p N
k=11=1 Tak Tyl ak@k | s,k
k=1
Sq2 Sq2
€2k €21
+E\Egp Agys , _A
kzz“lg ® Rk k) sa2 Tai®l/sa2 2 dakdicss,,% = %sy> and

(2.12) 52
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Taki Tkl /s,y if k,le s, The variance of V(fﬂ.z) is
= Takir /s, U K€ Sq2,1€ g1 NN (=) (1 =)
= . R 1 IV — —
Taki 1/ 5,5 if k. sy,l€ s, V(Ty)= EZAakl Yk YN Wi~ YN,
Tkl if k,le sy k=11=1 ak Tal
. . N, N, = ) ( v )
Under SRSWOR the variance estimator reduce to +2 2 A kl —YN,) VI — VN,
a
2 k=11=1 T ak Ty
V(Tcall)—(f Z)’k il)’k QG k=In) i—In,)
(ny _1) k=1 k=1 +22 ZAakl 1 2
k=11=1 ak TTa
fHfa=Df (Mg =) V& 2 -
+W ny ﬁ ZYk Sa2 ] 542 542
" 2 k=1 +EEgp| N3 2— YN A, cua |-
k=1"ak | k=11=1
2.18)

2
~(g2 —1)( D yk] -0 =2) w Y yz}
K=1

K=1 K=1
+(X, ) G -
(n 2—1)
& YnZ :
XZ( - ka : (2.15)
k=1 *n2
. naz Hy
with Xn,, = Zxk x"2 2
Na k=1 Na =1
Case 2.

We consider that size of the responding stratum is
N, and that of non-responding stratum is N, such that
N, + N, = N. Here we assume that both N, and N, are
known. In this case the estimator of population total 7’

is given by
)—1

Note that the estimator 7, is like hdjek type

k=1Tak | f=1 k= 1”ak”k/su2

. Sal 1 Sal 52
Too=N| D — | Y P+No| D ———— Zyk

(2.16)

estimator and therefore it is biased.

Under SRSWOR design the estimator 7, reduces
to

72'2_ 12y +_2)’k

2.17
Nal =1 " =1 17

where

3

[8n | {8e] 8]

Cu
TakTk /s, TalTl/s,,
N kzl)’k and yzva—Zyk
Under SRSWOR the variance expression reduce
to
(N —ng) 2 2
Vv = N —=DS{ +(N,—DS
(Tr2) = N 1)fa[(1 ST+ (N2 =DS3 ]
2
N
+ EyEgp {—Z(fz ~1)s3 } : (2.19)
Ng2
where
2 @2
’S Y ’
1 (Nl E_l(yk Nl) 2 (N, _1)2(yk N,
_ 1 Ngo ) Ngo
)’na2=_2ykvs2: Z(yk_ )
a2 =1 (g2 — 1)

An variance estimator of fﬂz is given as

s A Ay Ok T) 0= T)
i Yk = Vs, ) W1~ Vs,

Vilna) =3, 3 5 o=
k=11=1 Takl ak al
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+s§“is§“i Aga Ok _)_’saz) (Vk _ys,ﬂ)

idia T Tak Zal
Sal Sa2 A —-v — vV,
23 ¥ akl k= Vs,) i = Vs,,) +D. (220
k=11=1 %rg  Tlak Zal
Here
$o yk
k=1 ZakTk/s,,
Ve =, )

Aurs,, k=17ak7k/ 5,5

ﬂakﬂk/saz

bS] 33

k=1Tak | k=11=1 T/ 5,

52

Yi
1=l Tal T [ 547
-
2 1
1 a7/ s
% k=1 a? ,
TalT/s,,
Ng1 ngo
Vs, = Eyk and Vs,0 = Zyk
Nal g = Na2 =y

The corresponding estimator of variance under
SRSWOR s given by

V(Ty,) = { T a_l) Z(yk Tu)?

(ng2 —

(fa 1)f2 na+
(mp =1 ;

rﬁi
(Vk _ynaZ)
(ng—1)
(g2 —1m)N3 >
4as 2l
nongy =

2.21)

The proposed calibrated estimator of population
total 7 for known population size is

al Sy
Calz (Z ] 2 ykdak

k=1 ﬁsaz.

k=1 akdk/saz (2.22)

52
5 . -1 Y, vedakdyrs,,
+
NZ(Ed J 5
Y xedadyrs,,
k=1
Note that the estimator fcal2 is biased. The

variance of T 412 to the first order of approximation is

A 33 g LTI 1= )
T
V( cal2) _]l 1 ”ak ”al
N & Yk —=¥n,) (Vi —IN,)
+3) A p. . p. 2
k=11=1 ak al
N N, (yi =V _v
Yk = Yn,) (Vi = Yn,)
+22 ZAakl pn L pn 2
k=11=1 ak al
R -2
a?
2 1
+EEgp{N3| D, —
k=1 ak
Sa2 Sa2 E E
XY, > Aurs, 2 Lt 223
k=11=1 27Z'ak7rk/sz Tal”ll | 5,4, ( )
Here
Sa2 Sa2
Y vidae Y, yidak
k=1 k=1
E3k = Yk — Sur Sun X -
Ndu D udu
k=1 k=1

Under SRSWOR the variance expression reduces

to
N (N —-n )
V(Tea2) = (N — — fa (N1 - 1)Slz+(N2—l)S22]
(f,=DN3 na no OV
tEERp| 5= 2E3k - 2E3k
naZ(naZ_l) k=1

(2.24)
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where

Yy,  In,
E3p = yp ——2——=2

v Ng2

(N1 Z(Yk_ N1

Following Sarndal (1992) the estimator of variance

of T, is given as

A & & & Ok =¥s,,) (Vi =s,,)
V(Tmlz):NlZ(zdak] 22 akl Sal Sal

k=1 i Tag Tk Zal

- ysaz) (yl _ysaz)

Sa2 b Sa2 Sa2 A (y
kl Nk
+N2( dak] 221

k=1 k=11=1 T Tak Zal

_ysﬂl) (yl _Yyaz)
TT i T

al

-1
Sal Sa2 Sal Sa2 A (
+2N1N2 [ dak dak ) 2 2 “*kl i

k=1 k=1 k=11=1 7y

“

s
4 & Akl/sa2 €3 €3]

a2 )
3 d g ,
k=1 k=11=1 k15, TakTk /s, TalTlls,,

(2.25)
where
52 52
N vedadirs,, D, edaxdirs,,
_ k=1 k=1
€3k = Yk~ e X
2 dakdk/saz 2 xkdakdk/saz
k=1 k=1
Sa1 Sa2
Y yidarss,, 2 Vedakss,
~  _ k=1 k=1
Sa1 Sa1 and y‘aZ Sa2
2 dak 2 dak
k=1 k=1

Under SRSWOR the variance estimator reduce to

N_1 (N - naxnal 1)st

V(TcaZZ) =

nal a_l)fa
JNZ(N=n0)f {n +("a2—nz)}(n L2
nZy =) [ m-n [
N3 (1) i
A 23k{2€3k} ©(2.26)

ngom(np=1) | 15

where
2
s = Z(yk — V) o83 = Z(yk )
(nal l)k =1 (na2 l)k =1
Yo, Yn
e = Vg ——=— == X.
xnz an

3. SIMULATION STUDY

In this section we describe the simulation studies
made to compare the performance of proposed

calibration based estimators 7, and 7., (denoted by
CAL) with the Hansen and Hurwitz estimator, T,[1 and

T,, (denoted by HH). The following two criteria were

used for assessing the relative performance of these two
estimators:

(i) Percent relative bias (% RB) defined as,

L —
%RB(6) =%(26’ - Hjxmo.

=1

(ii) Percent relative root mean square error (RRMSE)
defined as,

%RRMSE(0) =

Here, 0, is the value of estimator 6 of 6 in the /
(I =1, ..., L =500) simulation run.

For the simulation study, population size N = 1000
was considered. The population was assumed to be
divided into two parts as respondents and non-
respondents of respective sizes N, and N, such that NV,
+ N, = N. In particular, we considered N, = 600 and
N, =400. The population data for the & (k= 1, 2) part
was generated from the model: y, = x,, + e, . with e, ~
N(0 0?). Three population data sets were generated
wherein correlation between x and y was 0.83, 0.73 and
0.56. For the first population data set N, values were
generated from a normal population i.e. x, ~N(40, 16),
B, =3 and e, ~N(0, 6.35) and N, values were generated
through x, ~ N(50, 25), B, = 4 and e, ~ N(0, 14.21).
For the second population data set N, values were
generated through x, ~N(40, 16) 8, = 2 and e, ~ N(0,
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8.35) and N, values were generated through x, (50, 25),
B, = 3 and e, ~ N(0, 23.91). For the third population
data set N, values were generated through x, ~ N(40,
9). B, = 3 and e, ~ N(0, 10.62) and N, values were
generated same as in case of second population data.

For each of these three population data sets
samples s _ of sizes n, = 200 and 150 were selected by
SRSWOR design. Further for each sample set s, we
considered two sets of samples s, from non-responding
part, that is, size n, = 20 and 30. The HH estimator and
the proposed estimator were worked out using values
obtained for each of the samples. In all, 500 samples
each were repeatedly drawn from the three generated
populations. The percent relative bias and percent
relative root mean squares error were calculated. The
values of the percent relative biases (% RBs) and the
percent relative root mean squares error (%o RRMSEs)
for two different estimators and various combinations
of parameter sets are reported in Table 1. Table 2
presents the percent relative gains in RRMSE by
proposed calibrated estimators 7,;, and T,,, over HH

estimator fm and f"ﬂz .
The results in Table 1 show that in terms of their
relative biases performance there is not much to choose

Table 1. Percent relative bias (% RB) and percent relative
root mean squared error (%o RRMSE) of estimators of
population total of y from simulation studies.

PO, x)| Sample size % Relative Bias % RRMSE

HH CAL HH CAL

T?zZ Tcall TcalZ

T7r2 Tall TcalZ T,

Ca

s, =200, s, =20/0.03(0.040.04]0.05|2.62|2.53|2.46(2.35

s, =200, s, =30|0.070.11]0.12{ 0.16|2.18(2.05)2.12]2.00
0.56

s, =150,5,=20]0.110.1210.09( 0.10|2.77(2.68)2.71| 2.60

s,=150,5,=30]0.0910.0810.07(0.07]|2.31(2.16|2.24|2.09

s, =200, s, =20)0.470.2610.44  0.243.78(3.09]3.63|2.94

s, =200, s, =30 0.040.080.05(0.15]3.30(2.71|3.16|2.54
0.73

s, =150, 5, =120]0.0310.20]0.02( 0.19]4.10(3.45)3.66|2.67

s, =150, 5, =30]0.05/0.180.10( 0.24|3.84[3.19]3.75|3.08

s, =200, s, =20|0.050.030.040.07]2.55(1.98|2.42|1.77

0.83 s, =200, s, =30]0.06(0.080.03]0.06|2.37(1.64|2.32| 1.51

s, =150, 5, =20]0.020.0310.01(0.04]2.75(1.94)2.52|1.74

s, =150, s, =30]0.0410.0210.08 | 0.06|2.58(1.77)2.47| 1.62

Table 2. Percent relative gain in RRMSE by calibrated
estimators 7., and 7.,, over Hensen Hurwitz estimators

fﬂ'l and ’fﬂ'Z .

P, x) Sample size Relative Gain,%
fcallVS fnl fcalZVS fyzz
s, =200, s =20 6.50 7.66
0.56 s, =200, 5 =30 2.83 2.50
s, = 150,55 =20 2.21 3.08
s, = 150, 5 =30 3.12 3.35
sa=200,s=20 4.13 5.10
s, =200, 5 =30 4.43 6.69
0.73 s, = 150,55 =20 12.02 29.21
s, = 150, s = 30 24 3.57
s, =200, s =20 5.37 11.86
sa=200, s =30 2.15 8.61
083 | s =150,5=20 | 9.12 11.49
s, = 150,55 =30 4.45 9.26

among different estimators of population total
considered in our simulation studies. It is noteworthy
that the estimator 7, is unbiased and all other
estimators are only asymptotically unbiased. There is
no clear cut pattern of the relative biases for different
estimators with respect to variation in overall sample
sizes n_, non-respondent sample size n, and correlation
between x and y. However, as expected, the percent
relative root mean squared error of all the estimators
of population total decrease as the overall sample sizes
n , or non-respondent sample size n, increase. Further,
the proposed (both 7., and T,,,) CAL estimators
outperform the corresponding HH estimators in terms
of efficiency. However, the relative gain in percent
relative root mean squares error of the proposed (both
T..1 and T.,,) CAL estimators over the HH
estimators does not show a distinct pattern with the
increase in sample sizes (either n, or n, or both). For
known population sizes, the percent relative gain due
to proposed calibrated estimator fmll over HH

estimator T, generally seem to increases with the
increase in correlation p(y, x) between the response
variable and the auxiliary variable (see column 3, Table
2). This is also true when we compare the calibrated
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estimator 7,.,;, over HH estimator 7, (see column 4,

Table 2). In general, it may be seen from the results
given in the Tables 1-2 that the proposed CAL (both

T.qn and T, ) estimators consistently outperform the

corresponding HH estimators in terms of the criterion
of percent relative root mean squares error.

4. CONCLUDING REMARKS

The calibration approach can be gainfully
employed in non-response related situations in sample
surveys. Substantial gain in relative root mean square
error of the estimator can be obtained when the study
and the auxiliary variables are highly correlated.
Depending on the level of availability of auxiliary
information different estimators can be developed.
Work on these directions shall be reported in a separate

paper.
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