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SUMMARY

The goal of this paper is to analyze the possibility to improve the performance of the estimation at sub-regional level
from ISTAT Labour Force Survey. In particular, we refer to estimation of unemployment rates for small domains cutting across
survey strata, i.e. Local Labour Market Areas, defined as aggregation of municipalities. Currently, such quantities are estimated
by means of an EBLUP based on a linear mixed model with spatially correlated area effects and covariates given by the area
level unemployment rate at previous census and sex by age classes. In this work we explore the use of alternative models to
incorporate spatial information at different levels. In particular, we investigate the use of different distance measures in the
correlation structure among small areas. In addition, additive models are employed to include spatial information at the
municipality level using low-rank thin plate splines. Finally, small area estimators based on logistic (mixed) models are explored
to account more properly for the binary nature of the response variable. Spatial information is included in this type of models
too. The performance of the aforementioned methods is studied via simulation experiments on 2001 Census data.

Keywords : Labour force survey, Mixed effects models, Generalized additive models, Thin plate splines, Distance measures.

1. INTRODUCTION municipalities are classified as Self-Representing Areas
(SRAs) — larger municipalities — and Non Self-
Representing Areas (NSRAs) — smaller ones. In SRAs
a stratified cluster sampling design is applied. Each
municipality is a single stratum and households are
selected by means of systematic sampling. In NSRAs,
the sample is based on a stratified two stage sample
design. Municipalities are primary sampling units
(PSUs), while households are Secondary Sampling
Units (SSUs). PSUs are divided into strata of the same
dimension in terms of population size. One PSU is
drawn from each stratum without replacement and with
probability proportional to the PSU population size.
SSUs are selected by means of systematic sampling in
each PSU. All members of each sample household, both

In Italy, the Labour Force Survey (LFS) is
conducted quarterly by the National Statistical Institute,
ISTAT, according to a 2-2-2 rotation system to produce
estimates of the labour force status of the population
at a national, regional (NUTS2) and provincial (LAU1)
level. In addition, since the year 1996 ISTAT also
disseminates yearly LFS estimates of employed and
unemployed counts at a finer level given by 686 Local
Labour Market Areas (LLMAs). LLMAs are
aggregations of municipalities and are defined at every
census in terms of daily working commuting flows.
LLMAS are, in contrast with NUTS2 and LAU1 areas,
unplanned domains. In fact, the sampling design is as
follows. Within a given Province (LAUI),
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in SRAs and in NSRAs, are interviewed. Estimates of
variables related to employement are based on the
economically active population (people aged 15-74).

In each quarter, about 70,000 households and
1,350 municipalities are included in the sample. Note
that some LLMASs — generally the smaller ones — may
have a very small sample size. Furthermore, usually
more than 100 LLMAs are not included in the sample
at all (i.e. they have a zero sample size). Direct
estimates may therefore have very large errors or they
may not even be computable, thereby requiring resort
to small area estimation techniques. Until 2003 a design
based composite type estimator has been adopted. Since
2004, together with the redesign of the LFS sampling
strategy, ISTAT estimates such quantities using an
EBLUP based on a unit level linear mixed model with
spatially autocorrelated random area effects. The
following covariates are inserted in the fixed part of the
model: sex by age classes — individual level covariates
—and LLMA unemployment rate at previous census —
area level covariates (D’Alo et al. 2004).

In this work we wish to investigate the
performance of alternative small area estimators of the
unemployment rate at LLMA level based on different
ways of incorporating spatial information. The
comparison will be conducted performing a simulation
study on 2001 Census data that reproduces the
estimation setting from the LFS. We will first consider
distance measures alternative to the Euclidean distance
currently employed for the unit level small area
estimator. In particular, road distance and commuting
times are considered in describing similarity among
small areas. In addition, spatial information is also
available at a finer definition, i.e. at a municipality
level. We will first consider simple ways of introducing
such information as covariates in linear mixed models.
We will then move to the recently introduced EBLUP
based on nonparametric regression that allows to
combine small area random effects with a smooth,
nonparametrically specified trend (Opsomer et al.
2008). By using penalized splines as the representation
for the nonparametric trend, Opsomer et al. (2008)
express the nonparametric small area estimation
problem as a mixed effect model regression. The latter
can be easily extended to handle bivariate smoothing.
This allows to look at the spatial correlation structure

in a different way. Finally, we will also investigate the
performance of predictors based on logistic models and
logistic mixed models to more properly account for the
binary nature of the variable of interest. Different sets
of covariates in the fixed part of the model will be
considered. The paper is organized as follows. Section
2 provides a more detailed overview of the methods
considered in the simulation, while Section 3 reports
the simulation results. Final remarks and directions for
future work are sketched in Section 4.

2. SMALL AREA TECHNIQUES FOR
UNEMPLOYMENT RATE ESTIMATION

In this section we first introduce notation and then
review the small area estimators considered and
compared in the paper. We first treat more classical
small area techniques, then move to the nonparametric
regression based EBLUP of Opsomer et al. (2008) and
finally to the logistic (mixed) model based estimators
(e.g. Saei and Chambers 2003). Let a finite population
U of dimension N be partitioned into d small domains

. d _ d
(areas) of interest such that sz U= U and ZJ'=1N i

= N. The characteristic of interest y is observed on a
sample s; in particular, let y; take value 1 if unit / in
small area j is unemployed and 0 otherwise. We are
interested in estimating the small area mean of y given

by

- —1
v, = Ni vy
ier

The following auxiliary variables are known for
each unit in the population:

. sex; is the indicator variable that takes value 1 if
unit i in small area j is a female and 0 otherwise;

o clagehl-j, for 7 =1, ..., 7 is an indicator variable
that takes value 1 if unit 7 in small area j is in the
h-th age class. The following age classes are
considered: 15-19, 20-24, 25-29, 30-39, 4049,
50-59, 60-74;

* unem; denotes the unemployment rate of small
area j at the previous census;

o lat; and lon; denote the latitude and longitude of
the centroid of the municipality whom unit i in
small area j belongs to.
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2.1 Standard Small Area Estimators

The direct estimator for y; is denoted by

_ ol
DIRECT, = N;' > w; ;. (1)
iesj
where N = Z Wy, s; is the set of sampled units in

e Sj

area j and wy; is the sampling weight. The latter is given
by the basic design weight — the inverse of the inclusion
probability from the two stage sampling design —
multiplied by an adjustment factor given by calibration
adjustments on the known population distribution of
socio-demographic variables like sex, age classes,
nationality. Note that DIRECT; cannot be computed for
areas with zero sample size.

A generalized regression type estimator for y; is
based on a standard linear model and can be expressed
as an adjustment of the direct estimator for differences
between the sample and population area means of the
covariates inserted in the model (see e.g. Rao 2003,
Chapt. 2). Two different models have been considered
in this paper to this end. The first model uses the same
covariates as those used in the Italian LFS. In fact, it
considers sex by age classes interactions together with
the unemployment rate effect. In particular,

7 7
V= Zﬂh clage;; + Zﬁh +7(sex;; Xclagey,;)
h=1 h=1

+ﬁ15 unemj +gl:j’ (2)

with E(g;) = 0 and V(g)) =
regression estimator takes form

o2. The generalized

GREG, = DIRECT;+ N (Zy,] Swidi), ()

zeU i€ s;

where

7 7
3= Z,B,:” clagey,;; + Zﬁ;ﬁq (sex;; xclagey; )
h=1 h=1
+ Bf; unem;, 4)

and S" denotes weighted least squares parameter
estimates, with weights given by w;,.

The second model considers the same set of
covariates as model (2) plus a linear effect on the
geographical coordinates. Therefore in this case

7 7
vy = Zﬁh clage,;+ Zﬂh+7 (sex jxclage ;)

h=1 h=1
+ﬁ15 unemj+ ﬁ1610nlj+ ﬁ17latlj+ gij’ (5)

and the generalized regression estimator takes form (3)
but with predictions that reflect the extra covariates
included. The generalized regression estimator will be
denoted as GREG-LFS under the first model and as
GREG-LFS+C under the second one.

Under a model based framework, after the seminal
work of Battese ez al. (1988), it is now very common
to use a linear mixed model to account for within area
variation. In particular, in our application we will
consider

7 7
Zﬁh clage ;i + Zﬂh +7(sexxclage ;)
h=1 h=1

+ﬁ15unemj+uj+8ij, (6)

where u;, for j = 1,..., d denotes a set of random area
effects independent of one another and independent of

&> and such that u; : (0, O' ). It is a mixed effects model
in which the ﬁxed part is as in model (2). The role of
the random effects in the model is to characterize
differences in the conditional distribution of y given the
covariates between the small areas. Restricted
Maximum Likelihood estimates of the unknown

parameters and predictions i; are obtained under the

assumption that all random effects are normally
distributed. The small area estimator of the mean is then

EBLUP, = 2 i+ 2 | (7
i€ S' i€ r
where r; denotes the non sampled set of units in area j

such that U =

population unit i € r

5 U y and the unobserved value for

" is predicted using

7 7
i = Zﬁh clage ,;+ Zﬂh +7(sex ;xclage ;)
h=1 h=1

+fsunem ;+4;. (8)
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Under the aforementioned linear mixed model, a
synthetic estimator is also considered, that takes form

o1 “ o A
SYNTH, = N; Ziery,-j, with §,; given by

7 7
5; = Y Bclage,;i+ D B, (sex xclage,,)
h=1 h=1

+35 unem ;,
i.e. as in (8) but without the predicted area effect i; .
The EBLUP and this synthetic estimator have been
computed also under another linear mixed model for
which the fixed effects are those given in (5) and
random components are as in (6). The estimator under
the first model will be denoted as EBLUP-LFS, while
the one under the second one as EBLUP-LFS+C.
Similarly, the two synthetic estimators will be denoted
by SYNTH-EB-LFS and SYNTH-EB-LFS+C,
respectively.

2.2 Spatial EBLUP

The estimator that is now used at ISTAT to actually
compute the unemployment rates for LLMAs is an
EBLUP with spatially autocorrelated random area
effects. In particular, the model can be written as in (6)
but with random area effects such that

u= (u,....u; )~MN(0,02A), )

where the matrix A depends on the distances among the
areas and on an unknown parameter p connected to the
spatial correlation coefficient among areas. In
particular,

-1
d. .’ Y4
A=la; ;1= |:1+5j’j/exp(¥)] . (10)

with 6, » =0 if j=j" and J; y =1 otherwise, and
dist(j, j") denotes the Euclidean distance between area

j and j’. The estimator in this case will be denoted as
SEBLUP-LFS-Eu (Saei and Chambers 2003; D’Alo et
al. 2004).

In this work we will also consider two alternative
distance measures to describe the similarity among
areas. In particular, the EBLUP with spatially
autocorrelated random area effects will be computed

also when dist(j, /') in (10) is measured using a road
distance — SEBLUP-LFS-Ro — and using commuting
times — SEBLUP-LFS-Ti .

2.3 Small Area Estimators Based on Unit Level
Thin Plate Splines Regression Models

Although very useful in many estimation contexts,
in linear mixed models the fixed part of the model may
not be flexible enough to handle estimation contexts in
which the relationship between the variable of interest
and some covariates is more complex than a linear
model. Opsomer et al. (2008) usefully extended Battese
et al. (1988) approach to the case in which the small
area random effects can be combined with a smooth,
nonparametrically specified trend. By using penalized
splines (see e.g. Ruppert ef al. 2003, Chapt. 4) as the
representation for the nonparametric trend, the
nonparametric small area estimation problem is
expressed as a mixed effect model regression (see
Opsomer et al. 2008, for more details on this). Once
parameter estimates are obtained using REML, the
small area estimator of the mean is as in (7) but with
model predictions obtained using a different model.

In our application we consider the following
nonparametric model in which a nonparametric trend
in space is considered as an alternative way to model
spatial correlation. In particular, the model is given by

7 7
h=1 h=1

+ﬁ15unemj+m(10nij,latij)+uj+8l--, (11)

where m(-,) is a bivariate unknown smooth function to
be learnt from the data and the area random effects are
in this case uncorrelated. The bivariate function is
approximated using low-rank thin plate splines, that are
considered in Opsomer et al. (2008), too. In particular,

K
m(lon, lat;) = ,BIGIOHU- + ﬂ”lat,-j + 20% Zij s
k=1

where z;;; is the (i) X k entry of the matrix
Z = [Cxy Ky, jo1.a [CR = K hizirsk » (12)
1<k<K

in which C@u)=llul? logllull are radial basis
functions, x; = (lon, lat;) denotes the geographical
coordinates for observation 7/ and x; are fixed spline
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knots, for k=1, ..., K. The second matrix on the right-
hand side of expression (12) applies a linear
transformation to the radial basis functions in the first
matrix and has only the cosmetic role of making the
radial spline look approximately like a thin plate spline
when the number of knots approaches n. In fact, the
number of knots K is usually much lower than the
sample dimension. Ruppert et al. (2003, Chapt. 13)
suggest to have one knot every four observations, with
a minimum of 20 and a maximum of 150. The choice
of the location of the knots is more important than that
of their number and, in our experience, it is also more
relevant in two than in one dimension. Knots should
be sufficiently spread out over the spatial domain. In
one dimension this is accomplished by placing knots
at equally spaced sample quantiles. In two dimensions
there is no easy extension of this approach, but the clara
algorithm that is based on clustering and selects K
representative objects out of # can be used to this end;
it is implemented in the package cluster of the software
R. The coefficients ¢, for the knots are not considered
as parameters, but as another random-effect vector in
the linear mixed-model specification. Therefore, the
complete specification of the random components for
model (11) is given by

u] (0 u] (I 0 0
Ela|=|0|and V|]a|=| 0 oI 0
g 0 g 0 0 oI

Such specification allows to fit model (11) using
standard linear mixed model software once the knots
are selected and matrix Z is computed. Note also that
the packages SemiPar and gcmv in R allow to fit model
(11) very easily and possibly using different sets of
basis functions. The estimator in this case will be
denoted by EBLUP-LFS+SpIC .

It could be argued that model (11) uses spatial
information twice: firstly, through the function m(-,-) in
latitude and longitude and, secondly, with the area
random effect u since small areas are geographical
domains in this case. To verify whether such duplication
is indeed useful, a low-rank thin plate spline model has
also been used without area random effects. The small
area estimates, therefore, are essentially synthetic
estimates based on model

7 7
Vi = Zﬂh clage;:+ Zﬂhn (sex ;xclage ;)
h=1 h=1

+[4sunem ;+ m(lon . lat;;) + &;,

ij>
and will be denoted by SYNTH-LFS+SpIC .

2.4 Small Area Estimators Based on Logistic
Models

All the methods described so far assume normality
of the response variable. It seems therefore natural to
account more properly for the binary nature of the
variable of interest, by using small area estimators
based on logistic (mixed) models (see e.g. Saei and
Chambers 2003). Note, however, that if in classical
statistics using normal models for a binary variable
instead of the appropriate logistic ones is usually
deprecated, for small area statistics there is not a clear-
cut evidence of the superiority in terms of performance
of the latter over the former. The estimation problem
we are treating in this paper is an example of this. An
invited session on small area estimates in official
statistics discussed estimation of labour force status in
different countries at the Small Area Estimation
Conference held in Elche in June 2009. Elazar et al.
(2009) discuss superiority of binomial and multinomial
logistic mixed models in simulations for estimates of
labour force status at Local Government Areas in
Australia, while Boonstra et al. (2009a) do not find
evidence for the superiority of logistic mixed models
over their normal counterparts in estimation of
unemployed counts in Dutch municipalities. It seems
therefore important to investigate and compare the
performance of these different models for the Italian
data, too.

To this end we consider the following general
model

Y;j ~ Bernoulli(p;;)
pij

1- pij

logit(p;;) = log = 7][]’

under which the small area estimator of the mean takes
form

1 N
LOGITJZ N_ Zyl] +ZPU s (13)

j\ ies; ier;
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where p; is the estimated probability of being
unemployed according to different models. Note that,
once model parameters are estimated, the prediction of
population proportions can be obtained also when
individual covariate information is not available by
taking into account the collection of all demographic
classes in which the population can be divided by
covariate cross-classification. The hypothesis is that all
individuals j in area i belonging to the same class have
the same probability p;; (see Malec et al. 1997, for more
details on this). We will consider different forms for the
linear predictor 77,. In particular,

7 7
m= Zﬁh clage i+ Zﬂhﬂ (sex xclage ;)
h=1 h=1

+fsunem;,

7 7
m= Zﬁh clage i+ Zﬂhﬂ (sex xclage ;)
h=1 h=1

+fsunem; + fglon;+ B4 lat,

7 7
m= Zﬁh clage i+ Zﬂhﬂ (sex xclage ;)
h=1 h=1

+fsunem; + m(lon lat;).

The first model includes the standard covariates,
while in the second one geographical coordinates are
included linearly. These will produce small area
estimators that will be denoted by LOGIT-LFS and
LOGIT-LFS+C, respectively. The third model includes
the unknown bivariate function in latitude and longitude
discussed in Section 2.3 and estimated again by
including a random effect for the splines coefficients.
The resulting small area estimator will be denoted by

LOGIT-LFS+SpIC.

A twin triple of logistic models is also considered
that includes an uncorrelated normal random area effect
in the linear predictor. The resulting estimators will be
denoted in clear notation by MLOGIT-LFS , MLOGIT-
LFS+C and MLOGIT-LFS+SpIC. Available software
for generalized mixed models can be used to estimate
these logistic models when we introduce one — or two
as in this latter case — random effects. In fact, for the
bivariate spline models once knots are selected and the
Z matrix is built as illustrated in Section 2.3, an
additional uncorrelated random effect is only needed to
accomplish estimation. Note that, however, differently

from the normal case, maximum likelihood estimates
of the parameters and of the variance components in a
logistic-normal mixed model is hindered by the
presence of a J dimensional integral, so that direct
calculation is intractable and well known computational
issues arise. Therefore, more attention should be paid
when computing these estimators by, possibly,
comparing results coming from different softwares that
use different algorithms.

3. SIMULATION RESULTS

The empirical study has been conducted selecting
R =500 samples from the 2001 Census data set. Each
sample has been selected using the same two-stage
scheme adopted for the LFS, and described in the
Introduction, in order to reproduce the same estimation
setting. The unemployment rate has been estimated in
the 120 LLMAs belonging to the geographical area of

“North-East of Italy”. Let §jr be the value of a small

area estimator of the mean at replicate 7, then the
following evaluation criteria have been computed.

Ap
% Relative Bias: RB ;= llzR_ u]mo )
R r=1 yj

1
Average Absolute RB: AARB= Ezil IRB ;1.

Maximum Absolute RB: MARB= max j IRB jI .

% Relative Root Mean Squared Error: RRMSE; =

A

x| =
g
i
<
I

Average RRMSE: ARRMSE=—-Y"_ RRMSE; .
d j=1 )

Maximum RRMSE: MRRMSE= max; RRMSEj .

Table 1 reports such quantities for all the
estimators computed. The software R has been used to
compute all the estimators. Description of the
estimators is given in the previous Section. Recall that
the DIRECT estimator can be computed only on
sampled areas. The unknown bivariate function

m(lat, lony) is estimated by low-rank thin plate splines
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Table 1. Simulation results: Average and Maximum Absolute Relative Bias, Average and Maximum Relative Root Mean

Squared Error for all estimators.

ESTIMATOR AARB MARB ARRMSE MRRMSE
DIRECT" 3.01 15.22 60.24 119.51
GREG-LFS 8.40 94.05 51.85 157.22
GREG-LFS+C 7.39 67.96 51.47 124.26
SYNTH-EB-LFS 22.90 205.74 24.93 206.75
SYNTH-EB-LFS+C 18.68 144.48 22.64 147.68
SYNTH-LFS+SpIC 14.35 112.09 22.63 122.69
EBLUP-LFS 20.41 193.79 24.98 195.95
EBLUP-LFS+C 17.26 138.79 22.70 142.64
EBLUP-SpIC 13.91 115.17 22.80 125.86
SEBLUP-LFS-Eu 18.50 178.74 24.11 181.86
SEBLUP-LFS-Ro 17.26 167.48 23.27 171.26
SEBLUP-LFS-Ti 17.44 167.96 23.43 171.90
LOGIT-LFS 22.65 164.50 24.99 165.14
LOGIT-LFS+C 21.63 109.67 25.42 111.12
LOGIT-LFS+SpIC 16.61 93.81 21.95 96.39
MLOGIT-LFS 19.88 152.65 25.76 154.79
MLOGIT-LFS+C 19.58 103.31 25.63 105.15
MLOGIT-LFS+SplC 16.29 93.95 22.47 96.53

*Performance is evaluated only on replicates for which small areas were not empty.

as illustrated in Section 2.3 using K = 45 knots selected
out of the 1483 municipalities in the population. The
knots have been kept fixed over repeated sampling. The
number of municipalities in each sample is on average
250.

First it can be observed that the two GREG
estimators have very low bias and high variance
compared to the other model based estimators, as
expected. The inclusion of the geographical coordinates
of the municipality is a first simple way to account for
spatial variability and provides a decrease in bias for
the GREG. The bias reduction is confirmed also for all
the other estimators, in fact, if we compare the LFS and
the LFS+C versions, inserting the spatial information
at the municipality level allows a decrease in bias in
all cases and a corresponding decrease in the overall
error. Such improvement is evident also from the
corresponding values on the second column of Table
1, showing significant reductions of the MARB. The
synthetic estimators show higher bias and a similar
variance compared to the corresponding EBLUP based
estimators, by this ascertaing the significance of an area
effect, also when using the spatial information.

To find out the best way to model the spatial
structure of the data, we can compare the performance
of EBLUP-LFS+C , SEBLUP-LFS-Eu and EBLUP-
LFS+SpIC. In fact, they all include the same covariates
in the model, but model different spatial information
in different ways. Since SEBLUP-LFS-Eu has a better
performance than EBLUP-LFS both in terms of bias
and variance, spatial autocorrelation of the small areas
is significant. Moreover, it seems to be better modelled
using different distance measures than the Euclidean,
given that both SEBLUP-LFS-Ro and SEBLUP-LFS-
Ti show both a smaller bias and error. This may likely
happen for the peculiar shape and geo-morphological
structure of the small areas of interest. On the other
side, EBLUP-LFS+C and EBLUP-LFS+SpIC use the
geographical coordinates of the municipalities: the
former uses a plane, while the latter uses a smooth
bivariate function. EBLUP-LFS+SplC shows a
significant reduction in bias and a comparable
ARRMSE, by this proving the existence of a fairly
complicated and fine spatial structure. In addition, note
that also SYNTH-LFS+SplIC includes spatial
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information via p-splines and shows a performance very
close to that of EBLUP-LFS+SpIC, by this suggesting
that, once spatial p-splines are employed, area effects
are less significant. Note also that these two latter
estimators have the lowest value for MARB among
those based on normal models.

Logistic model based estimators have a
performance comparable to that of the corresponding
linear model based estimators, both in terms of bias and
variance. It should be noted, however, the significant
reduction in MARB for the logistic models when the
spatial information is used. Even the simple inclusion
of the geographical coordinates as in LOGIT-LFS+C
and MLOGIT-LFS+C plays an important role. In
addition, inclusion of the spatial component is
important here by providing the lowest values of AARB
and MARB. Fig. 1 shows the spatial structure

r(lat;,lon ;) as approximated in one of the random
samples on the linear predictor scale for the logistic
model. Note that there is an increase in the probability
of being unemployed following a North-South and a
West-East trajectory. Note also that we have
investigated the performance of a different set of basis

functions for logistic (mixed) models. In particular, we

Latitude
445 45.0 45.5 46.0 46.5 47.0

44.0

Longitude

Fig. 1. The estimated effect of the bivariate structure on the linear
predictor scale for the logistic model on one replicate
sample (LAU1 provinces superimposed).

used a tensor product of B-splines as suggested in Wood
(2006) but the results are very similar to those based
on radial basis functions and are not reported here.

Fig. 2 compares the ARB for each area for pairs
of selected estimators, by plotting the difference in
ARB. Areas are arranged by increasing population size.
Therefore, the first areas are those that are most likely
and more frequently out of sample. The reduction in
ARB is particularly significant for relatively smaller
areas for the estimators that use spatial information and
for those based on a logistic mixed model. The second
panel shows that there is little difference when moving
from a fixed to a mixed logistic model when using the
same covariates. It makes a big difference, on the other
hand, to use the spatial information (see first and second
plot of the second row). The comparison between linear
and logistic models, on the other hand, is not clear cut
(see the third plot on the first and the second row).

Finally, Fig. 3 shows the Monte Carlo expected
value of selected estimators with respect to their true
value for each area. Logistic model based estimators
show a tendency to over-shrink estimates. In particular,
there is a clear overestimation in LLMAs with a very
small unemployment rate. This tendency, however, is
mitigated by the use of spatial information. EBLUP-
SplC, on the other hand, seems to have, overall, a very
good behavior in tracking both small and large true
values. By looking at the plots of Fig. 3, it seems that
there is still room to improve the specification of the
models. With this regards auxiliary information plays
a central role. In this experiment we have used all the
unit level available information. It could be interesting
to incorporate other possibly available area level
information and/or move to spatial area level models.

In general, EBLUP-LFS+SplC and MLOGIT-
LFS+SplC seem to be the overall best performing
estimators. Therefore, on one side, the inclusion of
spatial information at a finer (municipality) level than
that currently used (area level) using bivariate
smoothing techniques seems to be a useful tool to both
decrease bias and improve efficiency. On the other side,
however, given the same structure for the linear
predictor, there is not a clearcut evidence of the
superiority of logistic vs normal models: the former
shows a tendency to overestimate small unemployment
rates, while the latter has a larger MARB, but
considerable computation advantages.
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Fig. 2. Difference of ARB between pairs of selected estimators for each small area. Areas are arranged by increasing population size.

4. CONCLUSIONS AND FUTURE WORK

In this paper we investigate the role of the type of
model and spatial auxiliary information used to estimate
LLMAs unemployment rate from the Italian LFS. The
performance of different small area estimators is
compared via a simulation study in which the empirical
sampling distribution of the estimators is obtained from
using the LFS sampling design on the 2001 Census
data. To summarize, our main finding here is that the
spatial structure of the data helps to improve the

accuracy of the estimates as measured by the empirical
Bias and MSE, and this is true for all the considered
estimators. In particular, reductions in bias are displayed
when modeling the spatial structure via 2-dimensional
p-splines. This is true for estimators based on both
normal and logistic models. In addition, we have noted
that, once spatial information is included in the model
via p-splines, use of the area effect plays a very little
role in our estimation problem.

The work done has some limitations, from which
we envision new directions for future research. In
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Fig. 3. Comparison of Monte-Carlo expectation and true value for each area for selected estimators. Grey is the 45° line, black is the
regression line of Monte-Carlo expectations on true values.

particular, it is of great interest to explore the
performance of estimators based on the models
considered in this work that account to some extent of
the complex sampling scheme employed in the Italian
Labour Force Survey. Some preliminary work on
pseudo-EBLUP estimators and on estimators based on
linear mixed models with an extra random effect for
municipalities (D’Alo er al. 2009) shows encouraging
results and it would be interesting to extend it to the
more complex models employed here. This is important
not only for bias reduction, but also as a first step

towards estimates that are consistent with respect to
direct estimates produced at LAUI level. In other
words, it is also important to try to address the issue
of benchmarking from within the definition of the
model and not only as an a-posteriori adjustment.

In addition, we note that this work may be also
considered as a model selection exercise conducted via
Monte Carlo simulation. It would be very interesting
to compare the results obtained here with those coming
from model selection conducted on a subset of samples
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using Information Criteria or other methods developed
for small area estimation problems like Fence methods
(Jiang et al. 2008). The effectiveness of model selection
measures could be evaluated both on a subset of
samples with different levels of balancing with respect
to the covariates and via a simulation study (see e.g.
Boonstra et al. 2009b).

Finally, we have not mentioned variance
estimation for the estimators considered in the
simulation study. Note that variance estimators based
on the classical Prasad and Rao (1990) approach have
been proposed for the p-spline estimator for normal
responses in Opsomer et al. (2008) and for logistic
mixed models in Gonzales-Manteiga et al. (2007). It
will be interesting, using these results, to derive and
evaluate a variance estimator also for the p-splines
logistic mixed model used in this paper.
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