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SUMMARY

Wynn (1976) introduced a difference type estimator for estimating the population proportion
using simple random sampling. Later Singh er al. (1986) modified the Wynn (1976) estimator and
also suggested another difference type estimator for the ratio of two population proportions using
auxiliary information. In this paper we propose a linear weighted estimator for the ratio of two
population proportions. The proposed estimator is more efficient than usual ratio estimator, Wynn-
type (1976) estimator and Singh ez al. (1986) estimator. A numerical study is also conducted to

evaluate the performance of different estimators.
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1. INTRODUCTION

Consider a population subdivided into various
categories with respect to two variables y and x. The
objective is to estimate the ratio of the proportions of
population units falling in two specific categories relative
to the variables y and x. We assume that an auxiliary
variable z which is strongly associated with both y and x
is also available. For example in epidemiology research
one may be interested in the prevalence of disease A
relative to disease B using information provided by some
auxiliary characteristic (such as extent of smoking) that
is strongly associated with both A and B.

Let Q=(24,Q5,...,Qy) be a finite population of
size N. Let A={Ag,A,,...,A,} be a partition of Q

according to characteristic y and N, ' be the number of

population units in the i® subclass A;(i =1,2,..a) of Q

another partition of Q according to another characteristic
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x and Ngjg be the number of population units in the j*

b
subclass Bj(j =1,2...b) of Q such that ) Ngjo = N.
=1
Let C={C;,C,,...,Cc} be another partition of Q
according to an auxiliary variate z, and Ngg, be the
number of population units in the k™ subclass C,_(k=1,

C
2, ...,¢) of Q such that 2 Ngok = N . We draw a simple
k=1
random sample of size n without replacement from Q.

Let, n, n and n, be sample quantities analogous to
Nioos N and N fory, x and z respectively. Let us also
define N, to be the number of population units that belong
to Aj NB;- We can similarly define N, N, and
corresponding sample quantities. Let P, = Nioo
: 0=
Noi N N;i No;
i0 _ Y00k ijo ojk
Fojo = Pook =N o= P =Ty
Niok _Mioo _ Noo Mo
P, = and Pigg == = Poo=" " pOOK_T’
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ni' Np; n;

_ _1io0 _ _0jk _ Niok
Pio = T Pok =7 - Piok be the
population and sample proportions respectively for

i=1 2 ..,a j=1 2, ..,b; k=1 2 .., cC

We are interested in estimating R =Rgg/Fojo for

i=1,2,..,aj=1,2, ... bby using the known value of
P, We define the following terms

00— R Pojo — Fojo
§o=p'oo 100 ¢ -0 i

_ Pook — Pook
5 &=
Roo 0j0

Fook

b b

therefore E(E,)=0 (v=0, 1, 2) and

Var(p, P,A-P
E(&é) = ar(zploo) =0 |00( - |OO)
ROO Rm
E(E2) = Var(pojo) 0 Pojo(1—Fojo)
Fojo Fojo
E(£2) = Var(pyy,) _ o Fook (= Pook)
Fook Pook
E(EoE,) = Cov(pioo-Pojo) 0 Rjo(—RooFojo)
0%1) = =
RooFojo RokPojo
Cov(P. ' Poor) . Rok — RooP
E(§0§2)= = |0|g 00k’ _ g |OI;3 |I:>OO 00k
100Fbok 100Fook
152) = =
PojoFbok FojoPook
where 0 = N-n
n(N-1

Now we discuss a few estimators for proportion and
ratio of proportions suggested by various authors.

(i) Usual Ratio Estimator

Pioo
Pojo

The usual ratio estimator Iio = is used to

estimate the ratio of population proportions R = Eﬂ
R 0j0
The bias and mean square error (MSE) of R, to first

order of approximation, are given by

. 1
B(Ro)zeT[Puoo—Pujo] (1.1)
Rojo

~ R
and MSE(RO)zeT[ROOwOjO—zF;jo] (12)
Fojo
(ii) Wynn-type Estimator

Wynn (1976) considered the following difference-
type estimator for the population proportion Pjgq as

Roo = Pioo + (Pook — Pook) (1.3)

Singh et al. (1986) modified the estimator I5.00 and
called it Wynn-type estimator to estimate the ratio of two
proportions. Their estimator is given by

Ry = Pioo

0j0
for i=1 2, ., &j=1 2, ...b k=12, .., ¢) (1.4)

+ (Pook — Pook)

The bias and MSE of Ry, to first order of
approximation, are given by

B(Ry) = B(Ry) (1.5)
and
MSE(Ryy) = MSE(Rg) + 6| Pook (1 - Pook )]
Rok _ Poik
—2Rg| %k _ ¥
[F?oo Po;'o] (1.6)

(iii) Singh et al. Estimator

Singh et al. (1986) also introduced the following
difference-type estimator for R as

Iis=loi—9o+d(|300k — Pook) (1.7)

Pojo
where d is the constant.

The estimator Iis has the flexibility of using any

value of k between 1 and c.
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The bias and MSE of ﬁas, to first order of
approximation, are given by

B(Rs) = B(Ro) (1.8)
and
Py,
_odRe| ok _ "0k (1.9)
100 I:)OjO

Using (1.9), the MSE of IQS is minimum for

{HOK _ POikJ
Poo Poi
d= \ 7100 7010 , and this minimum is given by
Pook (1= Pook)

2
LPIOK_ Poik
- - Roo  Pojo
MSE(Rg)min = MSE(Rp) - R20~—— 24—
mn Pook (1= Pook)
(1.10)

2. PROPOSED ESTIMATOR
We propose the following linear weighted estimator

for R=m as
Fojo

- : P
Rp= o P00 Bi (Pook — Pook ) —2%
Pojo Pook

@2.1)

where (i=1, 2, ..., & j=12,..,b k=1,2,..,¢)
and o, B, are suitably chosen constants whose values are
to be determined later. This estimator generalizes the
Singh er al. (1986) estimator by exploiting the features

of a ratio estimator by using the term Foox .
Pook
From (2.1), we have
A Roo@+&o) -1
Rp = a1%= 20518, Ry — Ryoy (L+E2) } L+ Ep)
Pojo(1+&1) { ;

Retaining up to second order terms in, &’s we have

(FAQP—R)z(0€—1)R+0€R(§0—§1—§o§1+§f)

~BrPooi (82— €3) 22)

Using (2.2), the bias and MSE of FAQP are given by

B(Rp) = (¢~ IR + 00 —(Ron ~ R+ BrO(L- Poc)
0jo

J
2.3)
and

MSE(Rp) = E[(0: ~ DR + R (Eg — &) ~ B Pook2 |

or

MSE(Rp) = (0.—1)°R? + a?MSE(R)

2 Rok _ Poik
+BiOPook (1- Pmk)—zaBkRe(F%T.o‘%] (2.4)

The optimum values of o and B, are given by

. R?
o =— -
R- + MSE(RS)min
(Pmk ~ F’Oij
« «_\Roo Pojo
and B =o' R——r 2
Pook (X — Pook)

Substituting the optimum values of ccand 8, in (2.4),

we get the minimum MSE of Ry which is given by

R®MSE(Rs)min
R? + MSE(Rs)min

Expression (2.5) provides only an ideal optimum
MSE since the optimum values of o and b, i.e. o* and

MSE(Rp)min = 25)

* . .
B involve unknown parameters. In practice one can

either use reasonable values of these parameters known
from prior studies (see Srivastava 1967, Murthy 1967
and Lui 1990) or one can estimate these parameters from
the sample as given below

52
Let & - RT
RZ + MSE(Rg) min
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(ﬁTOk_POJ'kJ

e il P P

wd  fogRLA® P
Pook (1= Fook)

where P 1s known.

Proceeding as in Upadhyaya et al. (2006a, b), it

can be shown that E(a*)=o  and

~ 4
E(Bk) =Bk +o(n7).

Using the estimated values of o and BT( in(2.1),
the estimator becomes

~ % Ak p ~x P K
Rp=d %+ By (Pook — Pook ) —2< 2.6)
Pojo Pook

Writing & =a (1+&3) and BT( = BT( A+E&y)
where, E(&3) =E(&4) = o(n71), we get

Roo@+&o)
Pojo(@+&1)

Bl (1+E4) {Pook — Pook 1+ &) A+ Ex) 7 (2.7)

Rp=o (1+&3)

A% *

o —o
where &3 =—*) and &=
o

(Bi ~Bi)
B

From (2.7), we have

(Rp—R) = (o ~DR+0'R(Eg ~ & + &~ Eofy + &)
~BicPoo (22 ~ 83 + £aka)

From above expression, the MSE of ﬁ;, to first
degreeL of approximation, is given by
MSE(Rp) = E(Rp — R)?

=~ E[(0* -1) R+0a* R(Eg—&1) — B Pookb2]* (2-8)

Squaring and then substituting the expected values
of&’s, o and B" in (2.8), we get

R®MSE(Rs)min
R? + MSE(Rg)min

M SE(@T:)) = (2.9)

The expression given in (2.9) is exactly the same as
the one given in (2.5).

3. COMPARISON OF ESTIMATORS

We now compare the proposed estimator (FAQ p) with
the usual ratio estimator (Rq), Wynn-type (1976)
estimator (R, ) and Singh e7 al. (1986) estimator (Ry) -
(i) By (1.2) and (2.5)
MSE(Rp)min < MSE(Ry)

R®MSE(Rs)min
R? + MSE(Rg)min
or if MSE(Rg)R? + MSE(R¢)MSE(RS) min
- R?MSE(Rg)mip >0

if [MSE(Rq) -

orif M SE(FAQO)MSE(FAQS)min

2
Rok _ Poik

Roo  Pojo
Pook (1— Pook)

+R% >0
(i) By (1.6) and (2.5)

MSE(Rp)min < MSE(R,,)

R®MSE(RS)min

3 = 1>0
R® + MSE(Rs) min
or if MSE(R,,)MSE(Rg) min + RZIMSE(R,,)
~MSE(RS)n] >0

if [MSE(Ryy) -

or if MSE(Ry )MSE(Rs)min + R20| Pygy (1 Poo)

2
{HOk_POJk}
Poo P
2 | 1100 0jo >0

- 2R ﬂ_ﬂ +R
Roo  Pojo Pook (1~ Pook)
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or if MSE(FQ) MSE(fQS)min

+R%0| \/Pook (1~ Pook) —

(iii) By (1.10) and (2.5)
MSE(Rp)min < MSE(RS)min

REMSERnin | ¢

if [IMSE(Rg)min — S
S R2 L MSE(RY min

or if (MSE(Rg)min) >0

All of the above conditions in (i)-(iii) are obviously
true, establishing superiority of the proposed estimator
over the competing estimators.

4. NUMERICAL EXAMPLE

We reproduce below the example discussed by Singh
et al. (1986). Although the population size used in this
example is rather small, we decided to use the same data
set so that the comparison with Singh et al. (1986) is
unbiased.

Data: [source: (Cochran, 1977, p. 182)]

The variables are defined as
y : number of paralytic polio cases in ‘placebo’ group

x : number of paralytic polio cases in ‘not inoculated’
group and

z : number of children in placebo group.

Table 1. Joint frequencies for y and z

2y | 02 35 68 >8 N,
1-49 | 20 2 1 - 23
59.9 1 3 1 1 6
10-149 | 1 1 1 - 3
15-199 | - - - 1 1
00-249 | - - - 1 1

N, 2 6 3 3 N=34

Table 2. Joint frequencies for x and z

Zx | 02 35 68 >8 Ny
1-4.9 20 1 2 - 23
5-9.9 2 2 2 - 6

10-14.9 1 1 - 1 3

15-19.9 - - - 1 1
20-24.9 - - | - !
Ny 23 4 5 2 N=34

Table 3. Joint frequencies for y and x

y\x 0-2 3-5 6-8 > 8 N,
0-2 19 2 1 - 22
3-5 2 2 2 - 6
6-8 2 - - 1 3
>8 - - 2 1 3
Ny 23 4 5 2 N=34

The percent relative efficiency (PRE) is obtained
by using the following expression

E:w(t?o;xloo (v=0, W, S, P)

\'
The results are given in the following table

Table 4. PRE of estimators Iiv(v =0, W, S, P) with

respect to Iio based on category i = j = 1 and various
choices of k

Estimator\k 1 2 3 4 5

Iio 100.000 100.000 100.000 100.000 100.000
IQW 75.027 65.695 84.878 93.779  93.779
Iis 101.541 102.585 100.010 100.000 100.000
IQP 106.173 107.217 104.643 104.643  104.640

Results in the above table clearly show the gain in
efficiency in using the proposed estimator. Similar results
were observed for other choices ofiand j (i=1, 2, 3, 4;
j=1,2,3,4) with various choices of k. Table 5 shows
PRE values for a different choice of i and j.
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Table 5. PRE of estimators F}v (v=0,W, S, P) with

respect to Iio based on category (i = 1, j = 2) and various

choices of' k.

Estimator/k 1 2 3 4 5

Iio 100.000 100.000 100.000 100.000 100.000
IA?W 102.811  98.038 99.102  99.989 99.989
IQS 130.465 120.085 106.517 100.000 100.000
Iip 214.177 203.797 190.229 183.712 183.712

The estimator in (2.1) can be generalized even more
by making use of all of the known proportions in various
categories relative to the auxiliary variable z. Doing so,
the generalized estimator is

5 (k Pi S R
RE) =710+ 35y (Pook —pmk)ﬁ

P | & “.1)

for (i=12,....a; j=12,...b; k=1,2,...,c) whereyand
d, are suitably chosen constants.

Retaining terms up to power two in &’s, we have
S (K
(RY —R) = (y~DR+1R (&0 ~&1 ~ Loty + &7

-3 8P (E2-83) (4.2)

k=1

We can find the bias and minimum MSE of FAQ(k) ,

to first degree of approximation, just as we did before.

- 1
BRE?) = (7 ~DR +10——(Roo ~ Fio)

0j0
¢ (4.3)
+0) 8y (1 Pook )
k=1
and
2

MSE(RE)) ~E| (v ~DR+YR(Eg — &) — 3 8 Pooicz
k=1

or MSE(RY)) = (y -1)2R? + y°MSE(R)

C
2 C P .
+6 )", 8iPook (1~ Pook) ~2yROY 8 Rok _ "ojk
Roo Pjo
4.4)

From (4.4), we get the optimum values of y and 8,
as given by

(Pmk ~ Poj'k}

« R? .« | Poo Py

'Y = > and 8k :Y RM
RT+A Pook (1= Pook)

2
Rok Po;kj

) c [P P,
where A = MSE(R,) - R% Y ~— 0~

i1 Pook (1~ Pook)

k=1 k=1

Substituting in (4.4) the optimum values of y and
d,.i.e.y*and ST( , we get the minimum MSE of ﬁa(F,k) as
given by

R2A
RZ+A
Note from (2.5) and (4.5) that

MSE(RE) in = 4.5)

MSE(RE?)min < MSE(Rp)min

R®MSE(Rs)min
R? + MSE(RS) min

__R®A

if [
RZ+A

1>0

orif RYMSE(Ry),,, —A]>0

min

2 2
(F)lOk _Po,-k] [P.Or_POjr]

or if R% i Roo Pojo) | Roo Pojo -0

i1 Pook@—Pook)  Poor (1—Poor)

The above condition is obviously true for any value
ofr=1,2, ..., c.
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The optimum parameter values are given in
Tables 6 and 7.

Table 6. Optimum values for d, o, B, 5,, v, A and R based
on(i=1, j=1)fork=1,2...5

Optimum\k 1 2 3 4 5

d 0.17275 —0.27316 0.02345 0.00000 0.00000
o 0.95637  0.95680 0.95573 0.95573 0.95573
Bk* 0.16521 —0.26136 0.02246 0.00000  0.00000
81: 0.16540 —0.26153 0.02250 0.00000  0.00000
Y* =0.95744, A= 0.04067, R = 0.95652

Similarly we can find the optimum values for other
choices of i and j. For example, these values for
(i=1,j=2)are given in Table 7 below.

Table 7. Optimum values for d, o, B,, 3, ¥, A and R based
on (i=1, j=2)fork=1,2..5

Optimum\k 1 2 3 4 5

d 16.56320 —0.17204 —13.98390 0.00000 0.00000
o 0.60915  0.58924  0.55994 0.54433 0.54433
B, 10.08940 —10.13630 —7.83013  0.00000 0.00000

o 11.4197 -11.86030 —9.64131 0.00000 0.00000

¥ =0.68946, A=13.6250, R =5.5

The percent relative efficiency (PRE) of the
estimator based on simultaneous use of all k values, and

for (i=1, j=1) ,is given by
MSE(Ry)

I\/ISE(IQI(DI())min

_0.042382

~ 0.038936

The above values are obtained by using Equations
(1.2),(4.5)and Table 6. For (i= 1, j =2), this is given by

MSE(Ro)
MSE(RE) min

PRE(RY)) = x100

x100=108.851%

PRE(RY)) = x100
253230
9.39385

The above values are obtained by using the
Equations (1.2), (4.5) and Table 7.

x 100 = 269.411%

Thus there is additional gain in simultaneously using
information for all values of k.

5. CONCLUSION

From Tables 4 and 5, we observed that the
performance of proposed estimator (ﬁp) is better than
the usual ratio estimator (Iio) , Wynn-type (1976)
estimator (f{w) and Singh et al. (1986) estimator (f{s)
regardless of which sub-category relative to z is utilized.
This was clearly expected based on the efficiency
comparison in Section 3. The precision of Iip is highest
for k=2 in Table 4 and for k =1 in Table 5. Wynn-type
(1976) estimator shows the poorest performance, even
worse than the usual ratio estimator except in Table 5 for
k = 1. It is also observed that the efficiency of the

. . 5(k) ) .
generalized estimator (Rfa )) is even better.
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