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SUMMARY

This article uses already available small area estimation techniques to derive district level estimates
of amount ofloan outstanding per household using data trom the 2002-03 Debt-Investment Survey of
National Sample Survey Organization (NSSO) for the rural areas of Uttar Pradesh. Fay and Herriot model
(Fay and Herriot, 1979) has been used to obtain the model-based district level estimates. The diagnostic
analysis shows that the model-based estimates are reasonably reliable and representative of the districts
to which they belong.
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1. INTRODUCTION

For planned development of a country, information
on various aspects of economy is required to be collected
on regular basis. The information can be collected through
Census i.e. complete enumeration of the population under

- study. However, the conduct of Census is very time
consuming, involves massive operations requiring huge
resources, besides, being subj ect to large errors.
Consequently, these can only be conducted after fairly
long time gaps, which vary from country to country. In
India, while the Population and Economic Censuses are
conducted every 10years, the Agricultural and Livestock
Censuses are conducted every five years. For obtaining
information during the intervening periods, large scale
sample surveys are resorted so that reliable, timely and
adequate information on the parameters of interest from
large populations can be provided. In India, National
Sample Survey Organisation (NSSO) carries out country
wide surveys on various socio-economic parameters
related to the national economy such as follow up
enterprise surveys of Economic Census, Annual Survey
ofIndustries, supervision of Area enumeration and Crop
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Estimation surveys conducted by the state agencies so
that appropriate data can be made available for policy
planninganddecisionmakingon variousissuesofnational
importance. Similarly,the crop cutting experiments are
organizedby the Directorate of Economics and Statistics
for estimation of yield rates of various crops under the
scheme of General Crop Estimation Surveys (GCES).
While the sample sizes for the surveys conducted by the
NSSO are fixed in such a manner that it is possible to
get reasonably precise estimates at the State level, the
sample size in the GCES are adequate to provide
estimates at the District level. Due to the emphasis on
micro-level planning reliable estimates of various
parameters of interest are being demanded by the
administratorsand policyplannersat the small area level.
A small area in the context ofNSSO surveys may be a
districtwhileit maybe a CommunityDevelopmentBlock!
Gram Panchayat in case of GCES. In view of the
demand for reliable statistics at the local level there is a

burst of activity in the area of Small Area Estimation
(SAE) technique. Newer techniques are increasingly
being developed using tools of statistical inference and
linear model. Simultaneously, attempts are also being
made to apply these techniques so that precise estimates
are available at the small/local area level. In many
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countries, SAE techniques are extensively used to
produce the lower area level estimates, e.g. in United
Kingdomthe estimate of unemployment levels and rates
for their Local Authority Districts (Ambler et al. 2001)
and in United States the estimates of poor school-age
childrenat Countylevel(Citroand Kalton,2000).In India
also, attempts have been made to use SAE techniques
for various purposes (Sharma et ai. 2004).

The growing demand for small area statistics in
recent years has increased the popularity of SAE
techniques. In this context model-based methods are
widelyused (Rao, 2003,Chapter 2). The underlying idea
is to use statistical models to link the variable of interest

with auxiliary information to define the model-based
estimator for small areas. Since the area-specific direct
estimators do not provide adequate precision, for
generating estimates for small areas it is necessary to
employ model-based estimators that "borrow strength"
fromthe related area. Smallareamodel based techniques
can be classified into two broad types: (i) area level
random effect models, which are used when auxiliary
information is available only at area level; these relate
small area direct estimators to area-specific covariates
(Fay and Herriot, 1979), and (ii) nested error unit level
regression models, employedoriginally by Battese et ai.
(1988) for predicting areas under com and soybean in
12countiesof the state ofIowa in the USA, these models
relate the unit values of a study variable to unit-specific
covariates.

The purposeof the studyisto applyalreadyavailable
SAE technique. To achieve this we used NSS and
Agriculture Census (1995-96) data to produce precise

district level estimates. In particular, we employed an,
area level small area model to compute the empirical
best linear unbiased predictor estimates and its mean
squared error estimates because covariates, collected
from Agriculture Census, are available at area level.
Throughout this paper district and small area (or area) is
used interchangeably.

2. THE EMPIRICAL BEST LINEAR
UNBIASEDPREDICTOR FOR SMALL AREAS

In the small area estimation method used here the
covariates are collected from the Census which are
available at district level. Here districts are small area of

interest. Widely used 'area level random effects model'
isusedbecausethe auxiliary informationisavailableonly

at the area level. This model was originally used by Fay
and Herriot (1979) for the prediction of mean per capita
income (PCI) in small geographical areas (less than 500
persons) within counties in USA, often referred to as
Fay and Herriot model (hereafter FH model). In area
level model there are two components:

(i) The direct survey estimate of the parameter
based on the sampling design, expressed as

Yd = Yd+ed, d =1,...,D (1)

where D is total number of small areas that

constituteourfinitepopulation,ydareunobserved
small ar~a means (i.e., our parameter of
interest), Yd are observed direct survey
estimators (the sample mean in our case) and
the ed's are independent sampling errors of
survey estimate with E(ed/Yd) = 0 and
V(eiYd) = vd' Model (1) is a sampling model
and vd is a design-based sampling variance.

(ii) A linkingmodel

Yd=Zd~+ ud ' d=l, D (2)

where zd denotes p-vector of area (or district)
level covariates, f3 is a p-vector of unknown
fixed-effect coefficients and Ud are random
effects (also called the model errors), assumed
to be independent and identically distributed with

2
E(ud) = 0 and V(ud) =cru.

Combining (1) and (2), we obtain the model

Yd =Zd~+Ud +ed' d=l, D (3)

Clearly, model (3) integrates a model dependent
random effect ud and a sampling error edwith the two
errors being independent. Model (3) is a special case of

the linear mixed model. For known variance cr~,

assuming mndel (3) holds, the Best Line~r Unbiased
Predictor (BLUP) for yd (Henderson, 1963) is given by

- - TA TA
Yd - zd~GLS+Yd(Yd -zd~GLS)

TA=YdYd + (1- Yd)zd~GLS ( 4 )

where Yd =cr~I(vd + cr~) and

~GLS = (L/Vd +cr~)-1 zdzd)-I(L/Vd + cr~)-I zdYd)
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is the generalised least square estimate of f3 .Inpractice,

the variance cr~ is usually unknown and it is replaced by

sample estimates, cr~ (in equation (4) and ~GLS)yielding
the corresponding Empirical BLUP (EBLUP) denoted

by Yd. We note that the EBLUP Y d is a linear

combination of a direct estimate Yd and the model

dependent regression synthetic estimate zd PGLS, with

weights given by 'n. Here Yd is called 'shrinkage
factor' since it 'shrinks' the direct estimator towards the

synthetic estimator zd PGLS(Rao 2003, Chapter 5).

Turning to mean squared error (MSE) estimation,

if f3and cr~are also known, the variance of the BLUP

(4) is given as Var [Y d (cr~, f3)]= Yd V d = gld

In practice, f3 and cr~ are estimated from the

sample data and substituted for the true values, giving
rise to the EBLUP. A naIve variance estimator is obtained

by replacing cr~ by cr~ in gld' This estimator ignores

the variability of cr~ and hence underestimates the true

variance. Prasad and Rao (1990), extending the work of
Kackar and Harville (1984) approximate the true
prediction MSE of the EBLUP under normality of the

two error terms and for the case where cr~ is estimated

by the ANOVA (fitting of constants) method as

MSE[Yd(cr~,PGLS)]=gld+g2d+g3d . '- (5)

h 2T ~ . hwere g2d =(1- Yd) ZdVarCPGLS )Zd WIt

Var(~GLS) =(I/v d +cr~)-lZdZdr1 is the excess in

MSE due to estimation of f3 and

g3d =[crbJ(cr6i +cr~)3]xVar(cr~) is the excess in

MSE due to estimation of cr~. The neglected terms in

the approximation are of order o(lID). Building on the
approximation, Prasad and Rao (1990) derive a MSE
estimator of (5) with bias of order o(lID) as

MSE[yd(&~'~GLS)]= gld(&~)+ g2d(&~)+ 2g3d(&~)(6)

where gkd(&~) is obtained from gkdby substituting cr~

for cr~, k =1,2,3. The MSE estimator (6) is robust with

respect to departures from normality of the random area
effects ud(but not the sampling errors\ed) (Lahiri and
Rao, 1995). Here, standard error of the EBLUP is
calculated as square root ofMSE. Note that the leading

term in (6) is gld =YdVd so for the small values of Yd

(Le., the model variance cr~ is small relative to the

sampling variance vd), MSE[Yd(&~'~GLS)]<vd

= VD(YD) illustrating the possible gains from using

the model dependent estimator. Further, the availabilty
of good auxiliary data is a key to successful application
of the small area technique since this provides a basis
for good model fit. An excellent example of application
of this method is given by Citro and Kalton (2000).

3. EMPIRICAL STUDY

The theory described in the previous section has
been applied to develop district level estimates usingthe
NSSO data. For this purpose we have used NSSO 59th
round data for rural areas on Debt and Investmentsurvey
conducted for the calendar year 2003 in the State of
Uttar Pradesh (UP). The sampling design used in this
surveywas one of stratifiedmulti-stagerandom sampling
with districts as strata, villages as first stage units and
households as the second stage units. The variable used
for the study was average amount of loan outstanding
per household (A household isdefinedto be indebtedif it
has outstandingloanas on 30.6.2002).Thusthe parameter
of interest was average amount of loan outstanding per
household at the district level. For the purpose of
implementation of EBLUP the following district level
covariates, which were available from the Agriculture
Census (1995-96) were used: (1) Area under semi-
medium category of holding, (2) Area under medium
category of holding, (3) Area under large category of
holding,(4)Numberoflarge holdings,(5)Ruralscheduled
caste population, and (6) Percentage irrigated area. The
State of Uttar Pradesh has 70 districts. Due to non-

availability of data on the covariates for all the districts
the analysis ofthe data was restricted to only 45 districts.
The analysis was carried out using SAS and EBLUP of
average amount of loan outstanding/household was
obtained.
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Fig 1. Bias diagnostics plot showing the ordinary least square regression line (dash line) and y =x line (solid line).
The left plot include all estimates while the right exclude five outlying estimates.

3.1 Diagnosticsfor Small Area Estimates

The aim of this diagnostics procedure is to validate
the reliability of the model-based small area estimates
versus direct survey estimates. The diagnostic procedures
used are (1) bias diagnostics, (2) goodness of fit
diagnostics, (3) coverage diagnostics and (4) coefficient
of variation diagnostics.

3.1.1 Bias Diagnostics

The bias diagnostic is used to assess the deviation
of the model..based estimates from the direct survey
estimates. The model-based estimates are expected to
be biased predictors of the direct estimates. The model-
based estimators will be unbiased predictors of the direct
survey estimates if the relationship between the variable
of interest and the auxiliary variables have been
misspecified or misestimated. Where the relationship has
not been rnisspecified or misestimated, a linear relationship
of the type y =x is expected between the direct survey
estimates and the model-based estimates. Fig. 1 shows
the bias scatter plot of the direct survey estimates against
the model-based estimates with the fitted regression line2
and the y =x line. The value of R for the ordinary least
square (OLS) regression line is 0.51. Further, we observe
that OLS regression line is deviating from the y =x line.
This is because of a (few outlying direct estimates.

Excluding these five extremely outlying estimates, th~
OLS regression line is very close to y =x line with R
equal to 0.95, Fig. l(b).

3.1.2 Coverage Diagnostics

The coverage diagnostics measure the overlap
between the 95% confidence intervals of the direct

survey estimatesand thoseof the model-basedestimates.
This diagnosticsis aimed at evaluating the validity of the
confidence intervals generated by the model-based
procedure. Let X and Y be two independent random
variables, with the same mean but different standard

deviations O"xand O"y respectively and z(a) be such
that the probability that a standard normal variable takes

values greater than z(a) is a / 2 . Then for a probability

a that the two intervals X:t z(P)O"xand Y:t z(P)O"y

do not overlap can be defined as

z(P) =Z(a)
(

l + o"x
)-1 JI + (f~O"y O"~

To compute z(p), z(a) is set at 1.96, O"xis the
estimated standard error of the model-based estimates

and O"y is the estimated standard error of the direct

estimate. z(P) is then used to compute the overlap

proportion between the direct estimates and the model-
based estimates. It is recommended that non-coverage
total should not exceed 5%. In our case, there is 100%

coverage between the intervals of the model-based
estimates and direct survey estimates. This indicates that
the method is statistically acceptable.
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3.1.3 Goodness of Fit Diagnostics

The goodness of fit diagnostics test whether the
model-based estimates are close to the direct estimates.
In other words, one could ask - does the geographical
variation in the auxiliary variables explain the observed
variation in the variable of interest? The approach uses
Wald goodness of fit statistic to test whether there are
significant differences between the expected values of
the model-based estimates and the direct estimates. This
diagnostic is carried out by computing the differences
between the model-based and direct estimates which
are then squared and weighted inyersely by their
variances and summed over all the domains. This test

statisticis thencomparedto achi-squaredistributionwith
degrees of freedom equal to the number of small areas,
in our case districts, in the population. This provides a
parametric significance test of bias of model-based
estimates relative to their precision. The estimated
goodnessoffiti'tatistic in the final model was 9.45 with
45 degrees of freedom and corresponding test statistics
from the table was 61.66 indicating that anything larger
than 61.66 is significant. This shows that these model-
based estimates are statistically acceptable (Chambers
et ai. 2007).

3.1.4 Coefficient of Variation

The Coefficient of Variation (CV) is a statistical
measure of the dispersion which provides unit free
measure of reliability for the estimate. The CV is the
ratio of the standard deviationof the estimate to its mean
and expressed as a percentage. Estimates with large
CVs are considered unreliable. Fig. 2 shows the CV
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Fig. 2. Coefficientof Variationfor the direct (dash line) and

model-based (solid line) estimates.
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plots for the model-based and direct estimates. It can be
seen from the plots that the CVs from the model-based
estimates are more stable than the CVs from the direct
estimates.

4. CONCLUSION

The model-based method has been found to be very
effecti ve fouleveloping district level estimates of average
amount of loan outstanding per household. For most of
the districts the reduction in coefficient of variation is

quite evident. However, the diagnostics results presented
in previous section show only marginal gains in the model-
based estimates. This was expected since we used
1995-96 Agriculture Census data (the latest census data
was not available) for collecting information on the
covariates. Due to this we could not get very high
correlation between the study variable and the covariates.
We already indicated that the success of model-based
SAE methods lie in the correct specification of the
underlying model and availability of good covariates. This
possibly explains the aberration in the diagnostics results.
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