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SUMMARY
The paper considers the problem of optimum stratification for two study variables when the
units from different strata are selected with probability proportional to size with replacement
(PPSWR) sampling scheme. Minimal equations solution which give optimum points of stratification
have been obtained by minimizing trace of variance-covariance matrix. A cumulative cube root
rule  3Mg(x) has been proposed to find approximate solution to the minimal equations. Limiting

expression for the generalized variance-covariance matrix, the optimum numbers of strata and
expression for the approximate sample sizes have also been obtained. The paper concludes with a

numerical example.
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(Approximately Optimum Strata Boundaries).

1. INTRODUCTION

The problem of determining optimum strata
boundaries, when both the estimation and the
stratification variables are the same, was first
considered by Dalenius (1950). The subsequent work
in this direction is also well known. Regarding the
optimum  stratification on the auxiliary variable x,
Dalenius and Gurney (1951) considered the case of
optimum stratification for Neyman allocation while
Taga (1967) considered the case of proportional
allocation. Subsequently, Singh and Sukhatme (1969)
have obtained the minimal equations giving optimum
strata boundaries on the auxiliary variable for the case
of Neyman allocation (minimizing the variance for
fixed n) and also have suggested various methods of
finding their approximate solutions, in more general
form.

Ghosh (1963) extended Dalenius (1950) theory
for univariate stratification to more than one variates.
He theoretically solved the problem of optimum
stratification with two characters and gave general
theory under proportional method of allocation.
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Sadasivan and Aggarwal (1978) considered the
problem of finding optimum strata boundaries (OSB)
with two study variables in case of Neyman
allocation. They extended the exact equations given
by Dalenius (1950) to the bivariate case by taking
study variables as the basis for stratification. Gupta
and Seth (1979) considered the problem of optimum
stratification for the study of more than one characters
on the basis of an auxiliary character under
proportional method of allocation. Schneeberger and
Pollot (1985) considered the problem of optimum
stratification for two variables with proportional and
optimum method of allocations for a bivariate normal
distribution. Rizvi et al (2000) considered the
optimum stratification for two characters using
proportional method of allocation by taking an
auxiliary variable as stratification variable. Rizvi et al.
(2002) considered the problem of optimum
stratification for two characters under compromise
method of allocation and proposed a cumulative cube
root rule for determination of optimum points of
stratification.

Singh and Sukhatme (1972) considered the
problem of optimum stratification for univariate using
varying probabilities under Neyman allocation.
Recently, Mahajan and Singh (2005) discussed the
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problem of optimum stratification for a sensitive
variable using PPSWR sampling scheme. Rizvi et al.
(2004) considered the problem of optimum
stratification for two study variables using varying
probabilities under proportional allocation. In this
paper we have considered the problem of optimum
stratification for two study variables based on an
auxiliary variable x when the samples from different
strata are selected with probability proportional to size
with replacement scheme under compromise method
of allocation.

For theoretical development, let us assume that
there be a population of size N which is divided into L
strata of N;, N, ...N_ units respectively so

L
thatZ:Nh =N. For drawing a stratified SRSWR
h=1

sample of size n, the sample of sizes n;, n,, .. n;

are to be drawn from respective stratum so
I,

thathh =n. It is assumed that the units from
h=1

different strata are drawn with probability

proportional to the values of the auxiliary variable x
and with replacement scheme (PPSWR). Let

Y; (j=1, 2) be two variables under study. Let Yy

denote the value of the j-th study variable in the h-th
stratum.

Hence unbiased estimator of population mean
?j is given by

e 1,
yj"igyhyj (1.1)

where 9hyj is the unbiased estimator of the h-th
stratum total of j-th variable.

Variance of estimator y ; is given by

B 1 Loy?
V(iy.)=—Y 2L 1.2
(%) Nzénh (1.2)
Np y2.
2 22 Yh 2
O = Xn Z;—xhj ~ Ty
1= 1

where yp; is the value of i-th unit of j-th study

variable in h-th stratum, x,;is the value of the i-th

unit of the auxiliary variable and X, is the stratum
total of the auxiliary variable x.

2. VARIANCE UNDER SUPER
POPULATION MODEL

Let us now assume that the population under
consideration is a random sample from an infinite
super population with same characteristics. Further,
we assume that the study variables are linearly related
with the auxiliary variable X so that the regression of

Y; onXis given by the linear model

Yj=c;(X)+e; 2.1)
where c; (X) is a real valued function of X, e isa
error component such that

E(e;|X)= 0, E(eje}|X,X")=0 for x# x' and
V(e;|X)=¢; > 0 forall xe (a,b) where (b—a) <co.
It may be noted that E(e;(X)ci(X)) = 0 but
E(c;(X)e,(X)) #0 and E(e (X)e, (X)) #0.

If the joint density function of (X, Y;,Y,) in the
super population is fi(x, y;,y,) and the marginal

density function of X isf(x), then under model (2.1)
it can be easily seen that

Xh
W, = j £(x)dx
Xh-1
Xh
Mhy; =Hie; = Wa' | ¢;(0f(x)dx
Xh-1

Xfy
Mhg; = Wi' [ 9;00f(x)dx
Xh-1
Xpy
cﬁcj =w;! j o} (x)f (x)dx - pﬁcj
Xh-1
2 2
Chy; = Ohej + Hhy;
where (x,_;, xp) are the boundaries of the h-th
stratum, Hno; is the expected value of the function

¢;(x)and ¢;(x) is the conditional variance of the j-th
study variable.



68 JOURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

Under model (2.1), the expected value of the
variance V(y;) is given by

E
£(v67) =y 308 22
Now
E(opy )=N"Wy [inchtng; ~Hp; | (2.3)

where W, is the proportion of the units in the h-th
¢’ () +4,(x)

stratum and 6). (x)=

Now using (2.3) in (2.2) we get the expected
value of the variance EV(y;) as given below.

h [thHheJ thj ]

Ny

(V(yJ ) = i

h=

(G=12)

(2.4)

ALl

3. COMPROMISE ALLOCATION IN
STRATIFIED SAMPLING

The problem of allocation to strata with several
characteristics was first considered by Neyman
(1934). Sukhatme et al. (1984) have reviewed the
problem of allocation with several characteristics as
given by several research workers. They have shown
numerically that all the compromise allocations, as
compared by them, are more efficient than
proportional allocation. However, the compromise
allocation based on the trace of the variance-
covariance matrix is most efficient. Hence, we have
considered the case of compromise allocation based
on minimization of trace of variance-covariance
matrix.

In the h-th stratum, the sample sizen, are

determined in such a way so that for given total
sample size (which amounts to fixed total cost where

2
the cost per unit in each stratum is same) ZEV(?J-)
j=1
is minimized where EV(y;) is the expected value of
variance for j-th variable. If finite population
correction factor can be neglected then the variance
expression for j-th character is given by (2.4).

We have to minimize

2 2
Wi [MhxcHne; = Hhe; ]

3.1)

i=1 j=1h=1 Ny,

Now minimizing (3.1) subject to the condition

D ny, =n the optimum value of n, is given by

h=1
WhJP2 +P2
n, = n hep ~hea (3.2)
th \'Phcl +Phc2
h=1
where
2
P}210j = HnxHho; ~ Bhe;

Using this value of n, we have obtained the

variance expression under compromise allocation. The
optimal variance expression of the estimated

population mean of the Y; under super population
model is given by

2 -
o) =EV(7))
2
14 Wi P L 7 =
;Z 2—]2— zwh\/Phcl +Prc,
h=1 ‘/Phc1 +P,  hal

(G=12)
4. MINIMAL EQUATIONS

We assume that stratification variable is
continuous with pdf f(x), a<x<band the points of
demarcation forming L strata are x;, X,, ... X.. Let us
denote the optimum points of stratification as {x,}
then corresponding to these strata boundaries the
generalized variance G, the determinant of variance-
covariance matrix, which is a function of point of
stratification is minimum. These {x,} are the
solutions of the minimal equations. Now determinant
of generalized variance G is given by

(3.3)

2
61 O

2
Gy O3

G= =glas -~ 05 @1

It is cumbersome to obtain even approximate
solution to the minimal equations obtained through
minimization of G under compromise method of
allocation, therefore, we have considered the
minimization of trace of variance-covariance matrix
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for the purpose of obtaining minimal equations and
their solution.

Let us denote the trace of variance-covariance
matrix by G* which is given by

s 2
G =0 + o,

4.2)
Using (3.3) in (4.2) G" can be expressed as
Ll w. p2 L
1 h The [52 2
G —;Z “TTZ Wh Phc1 +Phc2
h=1| 4 /Phc] +Pp, b=l
1 = Wh Pl‘;zc L -
Y —) Wh,/P}%c] +Pp,
Ny ‘/thq +P§c2 h=I |
=Gt
I Wh (Plfcl + P}?cz ) & 2 2
=;Z 5 = th\lphcl +Pre,
h=1 Pie, +Pi, b=l |

(4.3)

2
1 L
G’ =;{Z Why/(Py +P§c2J
h=1

Now minimization of G' is equivalent to the
minimization of

L
Z W, P&, + PZ, which gives

h=1

Whéf;\/(h) ) W,
h

0 , — 0
+W,— () +{(i) —W, =0
Oxy, Oxy,
where I=h+1 andh=1,2,...L
(h)=P}%CI+P§c2

(4.4)

(i)=P2, +P%,

The expressions of the partial derivative terms
involved in (4.4) can be easily obtained on the lines of
Singh and Sukhatme (1969). Now inserting the values
of the required partial derivatives in the equation (4.4)
and solving we have the required minimal equations
as

01 (X JHnx + XnHngr = 2Khe1€1 (Xp ) + 05 (Xp ity
+ XpHpo2 = 2Hpe2Co (Xp)

2 2
\/ Koy Hhx ~ Hhep T Hhoy Hhx — Hhey

01 (Xn Mix + XpMng, — 2Mic, € (Xp) + 6 (Xp My
+ XpHho, = 2Mpc, C2(Xp)
\/Hhel Hix _uizcl + Ko, Hix —uﬁcz

Solution to these minimal equations (4.5) will
give set of optimum points of stratification. This
system of equations is the functions of parameter
values, which themselves are the function of points of
strata boundaries. Since it is very difficult to obtain
exact solutions of minimal equations, therefore, we
will try to find approximate solutions to these
equations.

5. APPROXIMATE SOLUTION OF
MINIMAL EQUATIONS

To obtain the approximate solutions to the
minimal equations (4.5) we have to expand both sides
of the minimal equations about the pointx,, the
common boundary point of the h-th and i-th strata.
The series expansion for W,, Phejs Hix and R

(4.5)

can be obtained by using Taylor’s theorem about both
the upper and lower boundaries of h-th stratum on the
lines of Singh and Sukhatme (1969). The series

expansions of p,(y, x), the mean of the function

¢(t) in the interval (y, x), about the point t =y is
given by

He(y> ) = JoOf(t)dt / Jectar
y b4

—gl1 4 Xy, OF 2,
26 126
e nm 2.m 1241
LY+ ff¢24;21 e L TS
(5.1)

In order to obtain the series expansions of the
minimal equations (4.5), these relations are to be used

with (y, x) being replaced by (Xp_1» Xp)- The
expansions for various terms used in minimal

equations (4.5) are obtained by using (5.1) as given
below
i f”
W, =fk, [1-—k, +—k
h = fkp[ oF b T eskn

7 3 3
———k; +0(k
2af b (kp)]
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W, = ﬂ<[1+—f—k +f k?
2f 6f

1

£ 53 4
+—=kj + O(k;
24f (i) ]

o' fo'+2f9"
=l —ky, ot L
Hpg =0l ) 265
£’ + 59" + £2¢" — £'2¢’
S K oad)
g o' + 20"
o =01 + 2, o SO 207, o
¢ 1260
£’ + 9" + 20" — £2¢’
¥ ¢24f2¢“’ Y o)
c’ fc'+2fc" ,
1—~ Foe ek
=l 12fc  °
B£% ¢ e 20" %'
= 247 ki, +O(kp)]
v 1efv
] § _k S5 TN 1
12fc
"r " 2 m_ 12
+ffc +ff02:ff;cc £'5¢ k?+0(kf)]

where the functions ¢, f and their derivatives are
evaluatedat t =y and k =x - y.

Similarly, expanding /f(t) about the point
t =y, we have

A
[J'Xf(t)dtj| :k}‘f(y)[ l; ff((yy)) )}

y

= k“xjf(t) dtf1 + 0k?)] (5.2)
y

Now using the above various expressions the
system of minimal (4.5) giving optimum points of
stratification after simplification can, therefore, be
written in the form

2816, [ 1+ Ak} - Ask] +O(K}) |
(5.3)
81+, [ 1+ AsK7 + Ak} + 0G|

where ky =xp —x,_;, k; =xp,; —X,, are the stratum
widths for h-th and (h+1)th strata and

A, = (B1F95)° —4() +42)(h +1y)
2 = 2
320(41 +92)
1

A= —
’ 96f,/¢1+¢2
F(9] +05)° —4£(d; +0,)(A; +1,)
dx;, (¢ +¢2)3/2
A =6 -c* and A,=6,-

where ¢; is the first order derivative of ¢, and ¢} is
the first order derivative of ¢, .

Now after canceling 2,/¢, +¢, from both sides
of the equation (5.3) and multiplying by f(x;) we get
on simplification

Ky 1 d
16 {P(t)f(t) 3 dx [P(t)f(t)] kp +O(kj, )}

h

2 D (5.4)
K 1
5 s Ltk o)
where
_ (10 +8:0)° ~4(4 0+ 6:0) (D +220)
(10 +820) 2

Using these expansions, the system of minimal
equations (4.5) reduces to

2|, _ ky  [POF® 2
kh[1 T O(kh)} -
21+ K POIOF 42
' 3 POf(Y) :

On raising both sides of the above equation (5.5)
to the power 3/2 and using binomial theorem (for any
index), we get

K3 [1 _ & [EEIOT O(kﬁ)}
2 PO 6
_i|1 4 K POFOY 2
! 27 P(Of(t) :

On comparing it with (6.2), with A =3, the
system of equations (5.6) can be written in the form



OPTIMUM STRATIFICATION FOR PPS SAMPLING USING AUXILIARY INFORMATION 71

h
[ P(t)f(t)dtl1 +O(k?)]
*h-1 (5.7)

Xh+1
=|k [ P(t)f(t)de1+O(k})]
Xh
The functions ¢,, ¢,, A;, A, and their
derivatives are evaluated at the pointx, and we
assume that the function P(x)f(x) € Q for all x in
(a, b). Thus, if the number of strata is large so that the
strata width k, is small and the higher powers of
ky, in the expansion can be neglected then the system

of minimal equations (4.5) can approximately be
given as

Xh Xh+1
ki [ P()f(t)dt [=|k7 [ P()f(t)dt| (5.8)
*h-1 *h
Or equivalently by

Xh
ki | P(t)f(t)dt=constant, h=12.L (5.9
Xh-1

where terms of O(m*), m = sup(k,) have been
(a,b)

neglected on both sides of equation. Since a<x<b
and the points of demarcation forming L strata are x, ,
Xy ,... X, With x; =a and x| =b.

Further, if we take a function Q(x,_;,x;,) of
order O(m’) such that

Xh
kK2 [ P()F()dt=Q(xp, x,) [1+O(kE )]
Xh-1

(5.10)

Then the system of equations (4.5) can
approximately be put as

Q(xp_1Xp ) =constant, h=1,2,..L (5.11)

Various methods of finding approximate solutions
to the minimal equations can be established through
the system of equations (5.11). Singh and Sukhatme
(1969) developed different forms of the function
Q(xy,_;» X,,) corresponding to univariate case under

Neyman allocation. One such function gives

cum. 3Mg(x) rule according to which the

approximately optimum strata boundaries (AOSB) are
solutions of the system of equation (4.5). Proceeding
on the same lines, one such form of function
Q(xp,_;» X,) can also be obtained as follows

th}/M(,(t) dr=bj,3/P(t)f(t) dt 4
Xh-1 a

Thus, we get the following cumulative cube root
rule for finding AOSB on the non-sensitive auxiliary
variable when the estimation variables are also non-
sensitive.

Cumulative 3M¢(x) Rule

If the function Mg (x)=P(x)f(x) is bounded and

its first two derivatives exists for all x in (a,b) with
(b—a) <, then for a given value of L taking equal

(5.12)

intervals on the cumulative cube root of Mg (x) will

give approximately optimum strata boundaries

(AOSB).

6. LIMITING FORM OF TRACE OF THE
VARIANCE-COVARIANCE MATRIX

For obtaining the limiting expression of the trace
of variance-covariance matrix G’ as defined in (4.3),
we give the following lemma for bivariate case, which
can be proved by using the series expansion of the
various terms involved in it, exactly as for the
univariate case discussed in Singh and Sukhatme
(1969) and bivariate case of Rizvi et al. (2002).

Lemma 6.1

Under certain regularity conditions as given in
Section 5, for h-th stratum, we have

L Xh
Y WP +P2, = [ oD+ (Df(Ddt

h=1 Xh-1

_ki XhP f(t)dt[1 + O(k?

——56—th1 (OF (1)1 + Ok )]
where P(t) is defined in (5.4).

Now making use of the Lemma 6.1 in the
expression (4.3), we have
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b
[ Vo ®+0,(0] ()t

::|»—

2
X

L kﬁ h 2
+; e j P(t)f(t)dt[1 +O(kj)]
(6.1)

Now, using the result (3.8) of Singh and
Sukhatme (1969), the equation (6.1) can be put as

b
— [ o +6,(0] f(tydt

(6.2)
1 &L Xp
Foi j 3P(HF(t)dt
961 5 |
Now, if the strata boundaries are determined by
making use of cumulative cube root rule then for

h=1,2, ....L, we have
Xh 1 b
| Pyt = [Pf(tydt (6.3)
Xh-1 a
Therefore, (6.2) reduces to
GT=Ligs ¥y (6.4)

n 1

where

b
5= [Jd()+0,(D] f(t)dt

3
o ] b3
__96[ j P(t)f(t)dt}

Now taking limit as L — o0 on both sides of (6.4)

we get
r_ &
Iim G =—
Lo n

(6.5)

From the above relation, it may be concluded that
with an increase in the number of strata L, the trace of
generalized variance decreases and as the number of

strata becomes large enough, G” tends to §° / n.

7. OPTIMUM NUMBER OF STRATA

The trace of the variance-covariance matrix of the
estimator y; as given in (6.4) has an approximately
minimal value for the given number of strata and fixed
total cost. Now to obtain approximately optimum
stratification it remains to find an optimum value of L,
the number of strata to be constructed. The variance
(6.4) is only the function of L as 8 and y are
constants for a given population and for the given
auxiliary variable x. Now equating to zero the partial
derivative of the trace of the variance-covariance

matrix G as given in (6.4) with respect to L we get
7.1
8. APPROXIMATE EXPRESSION FOR [n, ]

SL2 +y=0

After the strata boundaries have been obtained by
cumulative 3/Mg(x) rule for the number of strata L
satisfying (7.1), the sample size [n, ] allocated to the

h-th stratum is given by (3.2). Since the functions f(x),
c(x) and ¢(x) are known a priori, the parameter W, ,

He; and Hhg; can be evaluated and the value n, can

be determined. The total sample size n is
L
Znh =n
h=1

It may sometime tedious to determine [n,] from

(3.2) because of integrations involved in it. We now
obtain the approximate expressions for the sample
size[n, ]. For this we use Lemma 6.1.

Therefore, if the terms of under O(m*) are
neglected, the sample size n, in the h-th stratum is

given by

np =———— Idmm+%afm&

(o + *) Xh-1
L
ki b
4+ P(t)f (t)dt
96XJ1()()

8.1)

where
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>

W [thcl +Py, 1 =8 + %)

h=1
If X,= Xh T Xhil  then (8.1) is approximately
given by
n = =
ny =_‘_B—[\/(¢1(Xh)+¢2(xh ))
(& + =]
L (8.2)

S P(Xp,) | W
96 h h

If optimum points of stratification {x,} are

obtained by using the proposed cumulative cube root
rule then the equation (8.2) can be used for
determination of optimum sample sizen,, .

9. EMPIRICAL STUDY

To determine approximately optimum strata
boundaries (AOSB) by the use of proposed
cumulative cube root rule 3Mg(x) we consider that

stratification variable x follows the following
distributions with probability density functions.

fx) =1 1< x<2
Right triangular distribution f(x)=2(2-x) 1< x<2

Uniform distribution

Exponential distribution ~ f(x)=e " 1< x<w

The range of both uniform and right triangular
distributions are finite whereas the range of
exponential distribution is infinite. We have
considered that study variables Y; are related with the

stratification variable x asY;, =x+e;,Y, =2x+e,.

The conditional variances ‘of the error terms i.e.
V(e;/x)and V(e,/x) are assumed to be of the forms

Ax® and A,x®2 respectively where A, A, >0, g
and g, being constants. Here we have taken different
combinations of g, and g. The values of A; and A,
were determined for the values g, g,, p; and p, by
using the following formulae.

2 2
Bl SX (] pl ) and
P1 E(x® )

1:

A, B2 ox (-p3)
PP Ex®)

where p; and p, are the correlation coefficients
between the study variables Y, and Y, with

stratification variable x and ,? is the variance of the
stratification variable x. For the purpose of numerical

illustration we have assumed p,” =0.9 and pz2 =0.7.

For finding out the approximately optimum strata
boundaries (AOSB), the ranges of uniform, right
triangular and exponential distribution were divided
into 10 classes of equal width. The function M (x)

was evaluated at the middle point of the class intervals
and cumulative 3M¢(x) were found for each of 10

classes. These cube roots were cumulated and AOSB
were obtained by taking equal intervals on the
cumulative totals. Approximately optimum strata
boundaries (AOSB) obtained by the use of proposed

cumulative cube root rule %/M(,(x) are given in Table

9.1 to Table 9.3 along with relative efficiency of
stratification with no stratification. The variance
corresponding to L = 1 is the variance of the usual
PPSWR estimator with no stratification. From the
Table 9.1 and 9.2 we find that for uniform and right-
triangular distributions relative efficiency is only
trivial but in case of exponential distribution there is
gain in the efficiency. Similar observations were made
by Singh and Sukhatme (1972) and Mahajan and
Singh (2005). It can also be seen that increase in
efficiency when number of strata is increased, is slow
in comparison to optimum stratification for two
variates using simple random sampling (Rizvi et al.
(2002)). We further observe that the gain in the
efficiency decreases when g increases and becomes
zero for g =2.
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. Table 9.1.  Percent relative efficiency of stratification for uniform distribution
No. of Strata Strata boundaries n G Percent
L Relative Efficiency
g1=2 and g,=1
1 0.15180000 100.0000
: 2 1.465311 0.15085252 100.6281
i 3 1.301841 1.636224 0.15067365 100.7475
kS 1.223534 1.465311 1.724451 0.15061079 100.7896
5] 1.177391 1.366473 1.566938 1.778295 0.15058164 100.8091
6 1.147168 1.301841 1.465311 1.636224 1.814506 0.15056580 100.8197
g=1 and gp=2
1 0.14700000 100.00000
2 1.472618 0.14699574 100.00290
1 3 1.308580 1.642666 0.14699489 100.00348
4 1.229163 1.472618 1.729860 0.14699458 100.00369
5 - 1.182124 1.373533 1.573895 1.782840 0.14699444 100.00378
6 1.151278 1.308580 1.472618 1.642666 1.818490 0.14699436 100.00384
g=2 and gp=2
1 0.146700 100.00
y 2 1.471716 0.146700 100.00
| 3 1.307743 1.641877 0.146700 100.00
kS 1.228460 1.471716 1.729200 0.146700 100.00
5 1.181528 1372657  1.573040  1.782284 0.146700 100.00
6 1.150760 1.307743 1.471716 1.641877 1.818004 0.146700 100.00
Table 9.2. Percent relative efficiency of stratification for right triangular distribution
. T
No. of Strata Strata boundaries M G Percent
L Relative Efficiency
gi= 2 and gy = 1
1 0.101224 100.0000
2 1.378139 0.100734 100.4864
3 1.240046 1.534977 0.100633 100.5875
4 1.175881 1.378139 1.622766 0.100596 100.6244
] 5 1.139144 1.292906 1.469597 1.679908 0.100578 100.6418
6 1.114652 1.240046 1.378139 1.534977 1.720608 0.100569 100.6514
gi=1 and g,=2
1 0.098525 100.0000
2 1.383461 0.098523 100.0021
3 1.244505 1.540469 0.098523 100.0026
1 4 1.179429 1.383461 1.627888 0.098523 100.0027
5 1.142163 1.297741 1.475059 1.684265 0.098523 100.0028
6 1.117319 1.244505 1.383461 1.540469 1.724921 0.098523 100.0029
g1=2 and gp=2
1 0.09833787 100.00
2 1.383052 0.09833787 100.00
q 3 1.244161 1.54005 0.09833787 100.00
4 1.179154 1.383052 1.627497 0.09833787 100.00
5 1.141928 1.297368 1.474641 1.683932 0.09833787 100.00
6 1.117112 1.244161 1.383052 1.54005 1.724591 0.09833787 100.00
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Table 9.3. Percent relative efficiency of stratification for exponential distribution
o.of Strata{ Strata boundaries n GT Percent
L Relative Efficiency
gr=2 and g,=1
1 1.523741 100.0000
2 2.303533 1.481007 102.8855
3 1.770596 3.009307 1.471108 103.5778
4 1.537751 2.303533 3.481186 1.467434 103.8371
1 1.422852 1.956873 2.705209  3.827506 1.465705 103.9596
6 1.352377 1.770596  2.303533 3.009307  4.075606 1.464755 104.027
g =1 and gy=2
1 1.284662 100.0000
2 2.311065 1.284464 100.0154
3 1.776089 3.019367 1.284409 100.0197
4 1.542704 2.311065 3.489436 1.284388 100.0214
5 1.425981 1.962797  2.714041 3.836049 1.284378 100.0221
6 1.354984 1.776089  2.311065 3.019367  4.084675 1.284372 100.0226
g1=2 and gy=2
1 1.268173 100.00
2 2.303533 1.268173 100.00
3 1.770596 3.009307 1.268173 100.00
4 1.537751 2.303533 3.481186 1.268173 100.00
5 1.422852 1.956873 2.705209 3.827506 1.268173 100.00
6 1.352377 1.770596  2.303533 3.009307  4.075606 1.268173 100.00




