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SUMMARY

Non-convergence problem is common in zero inflated Poisson distribution. To overcome this
problem sequential estimators are proposed for parameters which are free from non-convergence.
Simulated result reveals that performance of sequential estimators are better as compared to
one-step, two-steps and regular maximum likelihood estimators.

Key words : Zeros Inflated Poisson Regression (ZIP), Maximum likelihood estimator, Sequential

estimator, Small sample comparison.

1. INTRODUCTION

Maximum likelihood estimator is widely used in
statistical work. The reason for this is the fact that
asymptotically, this estimator possesses several optimum
properties (Rao 1973, Lehman 1983). Many authors
have described the maximum likelihood estimation
procedure in a general context, which turn out to be
iterative in nature, as closed form solutions do not exist.
Ghosh et al. (1999) point out some problems with
classical statistical inference procedures such as
maximum likelihood estimation and the large sample
approximation theory for making inferences of
parameters in the zero inflated models. They proposed
a Bayesian procedure to model data with exceed zero.
Lambart (1992) suggested to use EM algorithm to find
the maximum likelihood estimate. Li et al. (1999) used
the Powell’s algorithm that is grid search method with
the moment estimates as the initial estimates for finding
the maximum likelihood estimates. There are other
algorithms such as Newton-Raphson to maximize the
log-likelihood. Usually Newton-Raphson algorithm is
faster than EM algorithm. EM often converges very
slowly. Thomas and Gan (1997) put prior distribution on
the variance covariance matrix when they analysed
educational data in order to avoid the extreme slowness
of computation, moreover, as Lambart (1992) pointed
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out that if 0 is a function of A , EM algorithm fails. Due
to this, we have used Newton-Raphson algorithm to
maximize the log likelihood, even though it would lead to
lots of tedious work involved in the computation of first
order and second order derivatives (Searborough 1996).
As the non-convergence problem is common in zero
inflated models, it motivated us to propose sequential
estimators for © and the regression parameter 3. Such
estimators have also been proposed by Morel and
Koehler (1995) for modeling data with extraneous
variation.

2. ZERO INFLATED POISSON (ZIP)
DISTRIBUTION

LetY,,...,Y benindependently distributed Poisson
variates with parameters A; and 0 (the proportion of
non zeros in the distribution). Y has a zero-inflated
Poisson (ZIP) distribution of the form given by

(1-0)+0e*ify=0

P(Y=y)=
(Y=y) {Be_}‘ly/y! Q.1

ify>0

In (2.1), we have considered the proportion of zero
in the distribution is (1 - ) and not the 0 as considered
by the several researchers. It is possible for g in (2.1)
to assume negative, given a zero deflated distribution.
Zero deflated data seldom arise in practice and we
assume 0 < @ < 1 in the present study. Zero inflated
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form of the other count distribution can be defined in the
similar way, Gupta et al. (1996), for example, investigated
the zero inflated form of the generalized Poisson
distribution.

For zero inflated Poisson distribution of the form

@.1)

Bi = E(yi) =0
and  V(y;) = p+Wp?
v - (%)

0

W>pas0<0<l1

where

The results of (2.2) and (2.3) show that the variance
of the zero inflated Poisson distribution is greater than
the ordinary Poisson distribution with the same mean.
Lambart (1992) considered the model in which
log = X as the link function, where {3 is vector of
regression parameters and A =(};,...A,)" and X is
matrix of covariates. Martin Ridout ez al. (1998) pointed
out that a great variety of alternative models can be
generated by using different link functions for A and/or
0. Details of zero inflated negative binomial regression
models, which are analogous to ZIP models, are available
in Greene (1994).

3. LIKELIHOOD FUNCTION AND
NEW SEQUENTIAL ESTIMATOR

Let Y, ..,Y_be independently distributed ZIP
random variables and X,, ..., X being the values taken
by a co-variate X. i.e. Y,~ ZIP(6, A;)

Then likelihood function
1(Y,X,0,1) =[1-6+6g(0,1 )]ZS(YFO)QZES(YPO)
ygog(yi’}\'i) (31)

where

g(yi ) = e MaYi fy;!

0
glyi) =Ny

and log likelihood function is

lfy] >0

LY, X, 6, 3)= 28(y)log|(1-8)+6e7 |

i=1

3 [1-8(y))]log 02, /y;!]
i=1

(.2)

As we know that E(y,) = ql, using the canonical
link log 1 =x b, it follows that

logy,=logq+xb (3.3)

However, when y,’s takes the value 0, above
expression (3.3) is not defined, to overcome this we have
defined

z =log(y,+0.5)—-logq (3.4)

Using this transformation and if 6 is known, the
regression parameter [3 can be estimated using the least
square theory and is given by

By = (X'X)'X'Z (3.5)
where
Z =(log(y,+0.5)~log@,,..,log(y,+0.5)-log6)
X =n x p design matrix and
B=(B,--Bp)’, the vector of regression parameters

Second step of the sequential procedure involves
the estimation of the parameter 6, . For this, we have
used the estimator based on the proportion of zeros.

0 ify, =0
]etUi = 1 lfy]>0 1=1,...,n

The U, are independently distributed Bernoulli
random variables with

E(U,) = P(y;=0)=1-8+0¢*;i=1,..,n

Then the moment estimator of © based on U, is

given by
n n A
QUi =n(1-0)+0> e*
i=1 i=1
leading to
. 1-U X
g =7 g (3.6)

n
2
P )
n
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The sequential estimation starts with an initial value
for 0 in (3.5) and estimating 3, which in turn is used to
update the value of © in (3.6). The iterative procedure
is continued until convergence takes place. Our concern
is in the regression paramater [3 in the presence of the
nuisance parameter 6. Under suitable regularity
conditions, it follows that

\Jn(B,~B) a.d.N(0,5)

in the case of maximum likelihood estimator for small
samples, the estimator may not be unbiased, although
the bias may be negligible.

where
y = liml(X’X)_lX’V(U)X(X’X)*I
n
V(U) = diag. [V(U), ..., V(U)]
and
1-6 2
o, +[ej(exi)

V(U) = ——.i=l,...n
(61, +0.5)

02, +0(1-0)(3)’
~ o (en+0.5)

For the small sample comparison, we have restricted
our attention to a model consisting of single covariate,
say X. Then the expression for regression estimators
from (3.5) is

Z(x -X)z; -Z)
B =T (3.7)
Z(Xj - X)z
i=1
and o =Z-pBX
n n X
where Z —Z_ Z_r_;’ and ¢ as given in (3.6)
i=1

1 i=1
and z’s are defined in (3.4).
4. MAXIMUM LIKELIHOOD ESTIMATORS

For the single covariate x, the maximum likelihood
estimators of regression parameter (o, [3) and inflation
parameter 0 (the proportion of zeros in the models) are
obtained by solving the likelihood equation (3.1). Closed

form solution do not exists and maximum likelihood
estimators of parameters are estimated by the iterative
solution of

o’L  o°L oL

2 oL
éi+1 ei e e aaaB o
& L o’L ’L oL

i+l | = OLs = B
3 0o oa B | | oo
Bisi Bi 2 2 2 oL
gl: &L &L —
0B owp op? ) P
(4.1)
oL aL oL
— =0,—=0and—=0
In the expression (4.1) 20 da. o 0

are the maximum likelihood equations, for the parameters
0, o and B respectively and L is the log likelihood
equation defined in (3.2). One-step maximum likelihood
equation is obtained by putting i = 0 and two-step

maximum likelihood equation by putting i = 1 in (4.1).
. .o, . . N A A . .
The initial estimators 60,00, B, are sequential estimators

used for construction of one-step and two-step estimators.

5. SMALL SAMPLE COMPARISON OF
THE ESTIMATORS

Sequential estimators of our proposal were
compared with one-step, two-step maximum likelihood
estimator and regular maximum likelihood estimator. Our
concern is on the regression co-efficient 3, which
determines the strength of the relationship between the
dependent and independent variables. Three types of
covariates viz. normal, uniform and binary were used to
know the effect of nature of independent variable on
dependent variable. Three small sample sizes of n=10,
20 and 30 were used in the study. Five values of
B=-1.00, -0.50, 0, +0.50, 1.00, were studied. The
intercept of o is—0.5 and +0.5. The inflated parameter
0 which determines the effect of zero frequency on the
Poisson model is taken as 0.30, 0.50 and 0.70. Relative
bias and relative mean square errors are computed using
1000 simulations.

Simulation result reveals that in majority of cases
the mean relative mean square error is minimum for
proposed new sequential estimator and in few cases it is
minimum for one-step or two-steps maximum likelihood
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estimator. Similar results are noticed for all the three
covariates. With this result, we conclude that the
sequential estimator which we have proposed in
Section 3 performs very well as compared to other
estimators.

Real Application in Agriculture

For real application in agriculture, the data used for
the analysis is obtained from an experiment conducted
at the Department of Agricultural Entomology, UAS,
Dharwad. One of the objectives of the experiment is to

21

log (y,+0.5)= log 0 4 W+ @, i =1y 13
where O is the proportion of zeros in the distribution,
B=(u, o, ...a,) be the parameter to be estimated and

y, be the j* observation in the i observation. The null
hypothesis of interest is

Hi o= 0w =, =1
The data of the experiment represents Ovipositional

repellent property of botanicals against Aleurodicus
disprsus under laboratory conditions.

assess the Ovipc?sitional repellent propert}{ f)f acethe Ob?eﬁzze;;f;iﬁg?t?f]s st
ex.trac.ts of bgtamcals under laboratory condition aga1n§t day of treatment spraying
spiraling whitefly. The common problem encountered is Treatment sprayed
the presence of many zeros for several treatments. Iplant | 2 plant | 3" plant
Conventionally, the data is analysed using logarithmic
transformation, namely log (y, + 0.5), where y, is the Aeorus calamus 0 0 0
observed count. Such an analysis did not account for a Adathoda vasica 0 0 0
zero inflated model and when we try to analyse the data Allium salivum 0 0 0
using zero inflated Poisson regression model, we face Annona squamosa 0 1 3
the following problems as Azadiraehta indica 0 0 0
(i) Newton—Rephson procedure in these settings IRGHSEREES Ees B d L
(i.e. having many treatments) is computationally Clerodendron inerme 0 I B
complex. Hyptis sauveolens 0 0 0
(i) Since the regression parameters were many, in Melium:alemoey g ; 1
many cases, the iterative procedure did not Thevetia nerrifolia 0 0 1
converge. Vitex negundo 0 0 2
Hence, the data were analysed by using sequential Triazophios # b g
estimator and wald test. The model used is Control (untreated) 7 8 12
Estimated value of variance — covariance matrix
0.7027 | 0.360 0.360 0.360 0.360 0.360 0.360 0.360 0.360 0.360 0360 | 0360
0360 | 0.7027 0.360 0.360 0.360 0.360 0.360 0.360 0.360 0.360 0.360 | 0360
0360 | 0360 0.7027 0.360 0.360 0.360 0.360 0.360 0.360 0.360 0360 | 0.360
0360 | 0360 0.360 02776 0.360 0.360 0.360 0.360 0.360 0.360 0.360 | 0.360
0360 | 0.360 0.360 0.360 0.7027 0.360 0.360 0.360 0.360 0.360 0360 | 0.360
0360 | 0360 0.360 0.360 0.360 0.7027 0.360 0.360 0.360 0.360 0360 | 0.360
0360 | 0360 0.360 0.360 0.360 0.360 0.3063 0.360 0.360 0.360 0.360 | 0.360
0360 | 0360 0.360 0.360 0.360 0.360 0.360 0.7027 0.360 0.360 0.360 | 0.360
0360 | 0360 0.360 0.360 0.360 0.360 0.360 0.360 0.4983 0.360 0.360 | 0.360
0360 | 0360 0.360 0.360 0.360 0.360 0.360 0.360 0.360 04983 | 0360 | 0.360
0360 | 0360 0.360 0.360 0.360 0.360 0.360 0.360 0.360 0.360 04259 | 0.360
0360 | 0360 0.360 0.360 0.360 0.360 0.360 0.360 0.360 0.360 0360 | 0.7027




22 JOURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

Estimated Value of the Parameter

[—2.9200]
-2.9200
-2.9200
-1.9052
-2.9200
-2.9200
-2.0474
-2.9200
-2.5538
-2.5538
-2.3836

| —2.9200

Table of Test Statistic

Test statistic | Computed X2 F
value of Test| (5% level of (5% level of
statistic | significance) significance)
Wald 12.2895 21.0261 —
ANOVAF 1.4249 - 2215

Inference of the Real Data Analysis

Table of estimated value of the parameter shows
the effect of 12 acetone extract of botanical (treatment)
sprayed on controlling spiraling whitefly. Diagonal values
of the table of estimated value of variance covariance
matrix shows the variance and above or below the
diagonal value is the co-variance of the 12 parameters
to be tested. By using the values of this table, Wald test
statistics was computed and it showed non-significant

differences between the sprays. Similarly, usual analysis
of variance (ANOVA F) also showed a non-significant
result. Hence, it can be concluded that all the 12 acetone
extracts of botanical have similar effect on controlling
the spiraling whitefly.
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A NEW SEQUENTIAL ESTIMATOR FOR ZIP REGRESSION MODEL
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