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SUMMARY 

Though large number of stability measures are available in literature, the 
problem of plant breeder has been to decide which of the stability measure is 
to be chosen for the purpose of selecting stable genotypes. In other words, the 
problem is of identification of a reliable stability measure. Further, there is 
some evidence that for a variety, the interaction effect with environment may 
be non-normally distributed. If such is the case, what are the robust measures 
of stability that a plant breeder may rely upon for his purpose? To identify the 
robust and reliable measures of stability, interaction effects having normal as 
well as different non-normal distributions are generated using Monte Carlo 
simulation. Thirteen measures of stability (7 parametric and 6 nonparametric) 
have been considered in total for the study. Defined values of cr? have been 
assigned to each genotype so that the true stability rank order is known a 
priori. The measures of stability taken for the study are then compared with 
respect to their ability to assess the true rank order, which further has been 
quantified by Spearman's rank correlation averaged over 1000 runs. The 
results suggest that, given a normal distribution of interaction effects, it is 
best to estimate stability by the MINQUE of cr? (or equivalently by 
W/Wi(AMMl». The situation does not change dramatically under mild 
departures from normality. However with extreme and longer tailed 
distributions. significantly departing from normality for the interaction 
effects. it may be worthwhile to use one of the more robust measures. 
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1. Introduction 

Recently. yielding stability as a selection trait in plant breeding 
programmes and evaluation tria~s is gaining importance over yielding ability 
especially in developing countries' like India. where the number of small and 
marginal farmers with small holding is very high. A main strategy among small­
scale subsistence farmers. particularly in marginal areas, is risk minimization. In 
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these areas, stable, yields are the key to sustainable food supplies. The interest of 
plant breeder in stability stems form the need to develop well-buffered cultivars. 
The term stability refers to the behaviour of a crop in varying environments. The 
breeders' aim is to develop cultivars that are stable across a range of 
environments. Environments may be locations or years or combinations of both. 

Two different approaches to assessing stability may be distinguished: the 
static concept and the dynamic concept (Becker and Leon (1]). According to the 
static concept (Type 1 statistics in Lin et al. (9]), maximum stability occurs 
when the yield of the genotype under consideration is constant across the 
environments, i.e., the stability considered in the sense of homeostasis. 
According to the dynamic concept (Type 2 statistics in Lin et al. (9]), a genotype 
is regarded as stable if its performance in different environments is close to what 
can be expected from the potentials of those environments. Maximum stability 
occurs if the difference between a genotype's yield and the environmental index, 
commonly defined, measured by the mean of all tested genotypes in that 
environment, is constant across the environments. Whenever this difference is 
not the same across all environments, the corresponding genotype is said to 
interact with environments. This interplay of genetic and non-genetic effects 
causing differential relative performances of different varieties in different 
environments is called genotype-environment interaction. The existence of 
interaction reflecting differences among varieties in their ability to maintain 
performance over a wide range of environmental conditions has long been 
recognized to exist (Finlay and Wilkinson (4]). This ability, which is an 
important property of a variety, is usually referred to as the sensitivity or 
adaptability of a variety. 

Though large number of stability measures (parametric as well as non­
parametric) are available in literature, the problem of plant breeders has been, 
which out of these large number of stability measures may be chosen for the 
purpose of selecting stable genotypes. In other words, the problem is of 
identification of the reliable stability measure. Further, Piepho [12] has shown 
that interaction effects for a variety may be non-normally distributed. If such is 
the case, what are the robust measures of stability that a plant breeder may rely 
upon for his purposes. Piepho [14] made a simulation study and identified some 
robust and reliable measures of stability. The present study is in this direction 
where many more measures of stability and non-normal distributions are 
considered for arriving at robust and reliable measures of stability. 

2. Model Measures ofStability 

2.1 Model 

The measures of stability are usually based on the statistical analysis of 
two-way linear model for the mean of i-th genotype grown in j-th environment. 

Yij = Il + (Xi + ~j + Vij 

---~.~-- ......... -- .. - _ ..........._­
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where 

!J. is the grand mean 

Ui (i = 1,2, ... , K) is the fixed additive genetic effect of the i-th genotype 

!3j, (j =1, 2, ... , N) is the random additive environmental contribution of 
the j-th environment 

Vij is the random effect comprising the genotype environment interaction 
and the mean error associated with the i-th genotype in the j-th 
environment 

A genotype i is said to be stable if 0;, the variability of effects Vij 

associated with that genotype is small. We have a large number of stability 
statistics at our disposal. which may be interpreted as measures of spread of Vij' s. 
Now, the aim of this study is to suggest the measures of stability that best reflect 
the "true" stability rank order and to identify the measures that are robust to 
changes in the parent distribution of the Vij effects, which is often assumed 
normal, but may at times, depart from normality (Piepho [12]). Further one can 
work out different measures of stability rank order from the basic model as well. 

The basic model for two-way crossed classification with interaction is 

Yijr =!J. + u j +!3j + (u!3)jj + eijr 

i = 1,2, ... , K; j = l, 2, .. 0, N; r =1,2, ... , R 

where 

Yijr is the yield of roth replicate of i-th variety in j-th environment 

!J. is the overall mean 

<Xi is the fixed effect of i-th variety 

!3j is the random effect ofj-th environment 

(u!3)U is the random interaction effect of i-th genotype in j-th 

environment 

eijr is the pure error associated with Yijr 

The underlying assumptions are 

!3/s are independent and identically distributed as N(O, a2p) 

(U!3)ij are independent and distributed as N{O, o? ) 

eijr are independent and identically distributed as N(O, o~ ) 

The assumption of homogeneous error variances is reasonable if the test 
design is same for all the environments. 
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Usually stability statistics are based on means model (atleast the measures 
considered in this study) which looks as follows 

Yij =Il + a.; + ~j + Vij 
R R 

where Yij = LYijr /R and vii =(O:~)ij + eij with eli = Leij,lR 
r=l r~1 

Vij is random effect comprising the GE interaction and mean error associated 
with i-th genotype and j-th environment. 

With the means model it is no longer possible to distinguish between GE 
interaction and mean error. Now the error related to G x E interaction in means 
model is , mean of pure error over replications. This can not be extracted 

from Vij as it is inseparable from interaction (O:~)ij. Only Vii can be estimated. 
Further, elj (the error related to G x E interaction) does not influence the 

comparison of varieties with respect to stability at least for the stability measures 
considered in the study. This will be clear from the following. 

Stability comparisons may be made from Var«O:~)ii) = a'~ such that lesser 
2 

the a'~ , more is the stability. Let Var(eij )=~ a~ (say) and var(vij) = a~ 
R 

[since (~)ij and eij are independent] 

If the assumption of homogeneous error variance is correct, the genotype 

rank order given by stability variance a~ will exactly be equal to that given by 

the interaction variance a';. The most stable genotype, i.e., the genotype with 

smallest interaction variance a';, will then also have the smallest stability 

variance a~, the genotype with second smallest a't will have the second 

smallest a; ,and so on. Now it hardly matters if we compare the varieties based 

on a'~ or at; the stability rank order remains same. Therefore, the ranking 

ability of stability measures does not depend on the error related to the 
interaction genotype* environment i.e. mean pure error. 

With this examination of the invariant of true error component, we 
consider mean model for various parametric and non-parametric stability 
statistics that may be interpreted as measures of spread of Vi/so 

2.2 Measures of Phenotypic Stability 

The statistics to be des~ribed are based on the observed residuals 

Vij = Yij Yc Y.j +Y. 

..........--~~-----------
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h - - ~ Yij - _ ~ Yij lid - _ ~ Yij 
were Yi. - ~N' Y,j - £.jKay.. - 4-:' KN 

1 1 I,] 

The first measure of this type of stability is the ecovalence proposed by 
Wricke [19] 

N 

Wi=Lvij 
j=1 

whereas Shukla's [18] unbiased estimator of a~ is 

6'2 = 1 K K -1 W, - K W 1 
I (N -I)(K -1)(K 2) [ ( ) I stt 

This estimator is MINQUE (Minimum Norm Quadratic Unbiased 

estimator) of a~ (Rao [17]). It should be noted that MINQUE is equivalent to 

Wi for ranking purposes. 

Jaech [6] proposed a maximum likelihood estimator (MLE) for the 
variance of measurement errors, which is given by the following equations for 
(K> 3) 

where 

K 2K 1 
~ vi - sbbOj= L-2' Ii =LJ-2-' 

s"i as s"i as 

where 

v;_r = _1- [~x' -[ix" J]. where Xsrj = Ysj - Yrj
(N -I) ~.~ j=J

1=1 
N 

An iterative solution is obtained by assigning starting values to at ....,aLI 
(e.g. the MINQUE's) and solving the above system of equations for ai. Then 

with current estimates of a; (s unequal to i) one computes estimates of the 

other a~ (i < K). This procedure is repeated until all estimates converge to a 

predetermined level ot accuracy. This estimate has been suggested as an 
estimate of the stability variance in the analysis of stability (Piepho ([12], [13])). 
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In analogy to Wricke's ecovalence, Piepho and Lotito [15) proposed the 
sum of absolute values of residuals as a measure of stability 

N 

L j =	~::Iv;jl 

j=1 


Along with the above four measures. we may also consider the measures of 
stability derived from AMMI model by Raju [16] in a separate study. which may 
be computed from the K x N matrix of residuals. 

Let X be the matrix of interaction residuals obtained from ANOV A, 
X = [(Vij)] where Vij is the interaction residual of i-th genotype in j-th 

environment. i =1, ...• K and j = 1, ...• N. Ai,A~, ...,A~, .... A~· be the 

positive eigenvalues of XX'; where M = rank(XX') and Yh Y2.... , Ym, ... , YM be the 
corresponding eigen vectors, where YM is a K x 1 vector, containing the PCA 
scores for the K genotypes corresponding to the axis M. 

The measure based on the first PCA axis is ~ :::: Aiy;; , where Yli is the 

i-th element of YI' This will be equivalent to the biplot with first PeA axis for 

ranking purposes. 

2 

The measure accommodating the first two PeA axes is Bj =LA~Y!; 
m=1 

This will be equivalent to biplot with first two PeA axes for the purpose of 
ranking of genotypes with respect to their stability. 

The measure equivalent to Wrike's ecovalence is 

M 

Wi(AMMI) = LA~Y!i 
m=l 

In addition to the above parametric measures of stability, there are some 
nonparametric measures for this type of study. 

To compute Huhn's non-parametric stability measures, the residuals are 
ranked within environments. Let the resulting ranks (ranging from 1 to K within 

each environment) be denoted by rij. Then Oini's mean difference of ranks SPl 
and the rank variance Sf2) are computed as reported by Nassar and Huhn [10] 

and Huhn [5] 

N 

2Llrjj -rii·1 _ 1 N 
s(J) = S(2) =""-'---- where f. = - ~ r,­

I N(N -1) • I (N -1) 1. N L.i IJ 
j=1 

-- ..... ...... --- ....---... ­-~-~- ~-~ 
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Instead of ranking within environments, one may rank the residuals in the 
whole data set, which implies assigning ranks from 1 to NK. Gini's mean 

difference and variance of these ranks are denoted by pj(l) and Pj(2) respectively 

(Piepho [12]). 

Furthermore, the absolute values of residuals may be transformed to ranks. 
The rank sum is then a measure of variability of the residuals. If ranking is done 
within environments, the rank sum of i-th genotype is denoted by Ri (Piepho and 
Lotito [15]). For ranking over all residuals across environments, the rank sum is 
designated by Pj(3) (Piepho [12]). 

For clarity among the non-parametric measures, it may be useful to 
distinguish between the two groups 

Group 1: Measures based on ranking of vij values within environments i.e., 
S~I) , S?) and Rj 

Group 2: Measures based on ranking of vij values across the whole data set 
i.e., Pj(l} , p/2} and p?} 

3. Ranking Ability - Simulation 

Since all the stability statistics described above measure the variability of 
the Vij'S, they lend themselves to inferences on the parameter values of the 
stability variances crf. In practical situations, namely in plant breeding 
programmes, selection of the best genotypes is the prime objective. Selection 
involves ranking of genotypes. One may view the stability rank order of a set of 
genotypes as given by the rank order of the stability variances crf. To assess 
this stability rank order, the genotypes are grown in different environments. 
Here environments could be effects of different regions, different seasons, 
different years with further classification as wet and dry years, different 
rainfalls, different irrigations, different cultural practices etc. This will ensure 
more randomness in the component of environment with the final result of Vii'S 

as random component. In statistical terms, we thus obtain realizations of the 
random effects Vii'S, which are estimated to compute the stability measures, 
described above. For practical purposes, we seek the stability measure that best 
reflects the "true" stability rank order given by the rank order of the crf. This 
implies we seek the measure, for which the estimated rank order is close to the 
true rank order in a given set of genotypes. If we assign the rank order given by 
stability variance crf as true, we can compare the measures of stability 
described earlier with respect to their ability to assess the true stability rank 
order. 

In practice, crr is unknown. In a Monte Carlo Simulation, however, we 

may assign defined values of crt to each genotype so that the true stability oink 
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order is known a priori. Now the concordance between the true stability rank 
order and the rank order displayed by the stability measure under consideration 
may be quantified by Spearman's rank correlation (rs) and the average of this 
rank correlation (rs) over 1000 runs of the Monte Carlo experiment is referred to 
as the ranking ability of the stability measure. Now, the ranking abilities of 
various stability measures discussed above may be compared under varying 
number of environments. 

A common assumption in mixed linear models is that random effects are 
normally distributed. In the particular case at hand, this leads to the assumption 
that the distribution of vij effects is normal. In practice, however, it is difficult to 
verify this assumption, and there is some evidence that vij's may at times be non 
normally distributed (Piepho [12]). In fact, statistical procedures for the stability 
variance are very sensitive to violations of the normality assumption (Brindley 
and Bradley [2]). 

It is expected that the distribution of Vij effects has an influence on the 
ranking ability of different measures of stability. This influence may be studied 
by means of Monte Carlo experiment, in which vij effects are generated from 
different distributions Piepho ([12], [14]). Now, on the basis of ranking ability, 
we may be able to identify the measures of stability that are robust to changes in 
parent distribution of Vij effects. 

4. Non Normal Distributions used in the Study 

The departure from normality may be quantified by the shape parameters 

Jft and f32' i.e. the skewness and kurtosis (Kendall and Stuart [8], 106). For 

normal distribution we have Jft = 0 and f32 =3. Skewed distributions are 

characterized by values of Jft < 0 or Jft > O. For long tailed distributions we 

have f32 > 3. The departures of Jft from zero and f32 from 3 may lead to many 

non-normal distributions. 

Various non-normal distributions are taken for the study from Johnson's 
SjSb system of distributions (Johnson [7]). The system is given by the following 
equations 

z = 't + 0 * In[y/(l-y)] for Sb and z ='t + 0 * sinh-I (y) for Su 

If z is an N(O,I) variable, y follows an Sb or Su distribution, respectively. 

Skewness Jft and kurtosis f32 of the distribution depend on the parameters 't 

and O. For a grid of Jft and f32 values, 't and 0 are tabulated in Pearson and 

Hartley [11]. 
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The non-nonnal variate following SilSu distribution may be obtained from 
the above equations as following 

JT) 
follows Sb distribution; 0 $ Y$ 1 

y = I +JZ~T) 
and 

y =sinh( z ~ 't' Jfollows Su distribution; -00 $ Y$ 00 

One may also consider various contaminated nonnal distributions for 
generating the vlJ effects; whose probability density will be a mixture of two 
super-imposed nonnal distributions 

f(x) = Wf1(x) + (I-W)f2(x) 

where W is proportion associated with f1(x); 0 $ W $ 1 

I(X-111)2 I(X-Jl.2)2 
fl(x)= ~ e- 2 a;- ,and f (x) =5, e-2\~ (Cohen [3])2

V2nol 2n02 

The following contaminations may be distinguished 

Location Contaminated Nonnal Distribution 

This distribution may be characterized by III :#: 1l2, 01 = 02. The expected 
value of the location contaminated variate X may be obtained as follows 

E(X) =fxf(x)dx 

=fX [Wfl (x) + (l-W)f2(x)]dx 

=f[xWfl (x)+X(I-W)f2(X)]dx 

=fxWfl(x)dx + fx(l- W)f2 (x) dx 

=Wfxfl (x)dx + (1 W)fxf2 (x) dx 

= Will + (1- W)1l2 

For a chosen W and III one can solve for 112 so that the contaminated 
variate has the zero expectation. 

Scale Contaminated Nonnal Distribution 

This distribution is characterized by III = 1l2' 01 :#: 02' To ensure zero 
expectation for the contaminated variate, it is necessary to have III =112 =O. The 
variance of a scale-contaminated variate may be obtained as follows 

- ... --~--......~-....---.~~...---­
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V(X) E(X2) == Jx2f(x)dx (.: E(X) = 0 ) 

==J x2[Wfl (X) + (1- W)f2(x)]dx 

J[x 2Wfl (X)+ x2(1 W)f2(x)]dx 

Jx2Wf1(x)dx +Jx2(1_ W)f2 (x) dx 

=WJx2f,(x)dx + (1- W)Jx2fz(x) dx 

== Wa: + (1- W)a~ 

If we scale a: and a~ such that Wa: + (1- W)a~ = I, the resulting 

contaminated variate will have zero mean and unit variance. 

Contamination of a Normal Variate with a Variate following Altogether a 
Different Distribution. 

Instead of contaminating a normal variate with another normal variate 
having different parameters, one may also consider altogether a different 
distribution (e.g. uniform) to contaminate normal variate. Furthermore, one may 
consider here W =0; i.e., a completely different distribution for Vij effects. To 
visualize this, let us consider the uniform distributiol).Jor generating vij effects. 
If we generate a random variate following U(- /3s ,.J3S ) its mean will be equal 
to zero and its variance will be equal to one. 

The contamination of normal distribution with uniform distribution may be 
visualized as follows. 

Let X -IN(O, Sz) with proportion W 
U(-S, S) with proportion (l-W) 

Obviously the mean of X will be 

E(X) = WJ.L, + (l-W) J.L2 =0 
and the variance of X will be 

VeX) =WS2 + (1-W)S2/3 

One may scale this variance by using WS2 + (1-W)S2/3 = 1 

This relation may be used to determine S2 for a given proportion, W. 

5. Design ofMonte Carlo Experiment 

Considering one at a time, the normal and various non-normal distributions 
described above for interaction effects, the true stability rank order for a set of 
genotypes (say K) may be assigned as follows 
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2 D .erj = *1 (i =1, 2, ... , K) 

where D is a constant. 

This assignment corresponds to symmetric distribution of er; 's. 

One may also consider non-symmetric distributions for the er;' s by 

assigning 

(i =1,2..... K) 

The vij effects were simulated as random variates with an expected value of 
zero. The distribution of vlJ's varied according to the list given in Table 1. For 

symmetric distribution of the er; ,s, D was taken to be 4 and for non-symmetric 

distribution of the err .s. D was taken to be 1. 

Table 1. List of distributions used for generating effects, Vij in the 

Monte Carlo experiment 


S.No. Distribution f>2 W loll -I!z (12
I 

(12
Z 

2 Sb 1.15 3.0 
3 Sb 0.00 1.1 
4 Su 2.00 15.0 
5 Su 1.00 7.0 
6 Su 0.50 5.0 
7 LCN 0.99 100 
8 LCN 0.9 10 
9 SCN 0.9 0.2 8.2 

10 SCN 0.8 0.2 4.2 
11 NCU 0.9 1.072 0.357 
12 Uniform 

LCN = Location contaminated normal distribution. 

SCN = Scale contaminated normal distribution. 

NCU = Normal distribution contaminated with uniform distribution. 


6. Results and Discussion 

Ranking abilities of various measures of stability. given the normal 

distribution ( er ~ == 0 and ~2 = 3) of Vij effects and symmetric distribution of 

er; ,s, are presented in Table 2. from which one may conclude that the stability 

measure Wi I MINQUElWj(AMMI) is best in the terms of ranking ability which 
topped in all the 12 (K. N) combinations. Further critical examination of Table 2 
leads to the following findings. 
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As the number of environments and/or the number of genotypes increase, the 
difference in ranking ability between W;lMINQUEIW;(AMMI) and MLE comes 
down and MLE approaches the former; which implies that with larger number of 
genotypes and/or environments, the selection between W/ MINQUElWi(AMMI) 
and MLE is not that much critical. With smaller number of genotypes or with 
smaller number of environments, L; is found to be better than MLE standing at 
2nd position after W/MINQUElWj(AMMI), which is evident from the table when 
we consider the case of K =10 or the case of N =5. Now let us consider the 
stability measures derived from AMMI model. Except for the combination 
(K =10, N = 5) the measure FPj was found to be inferior with least ranking 
ability to all the measures considered here for study. This implies that one 
should be cautious while using the biplot with first PCA axis for making 
stability conclusions. Also, the ranking abilities improved from FP j to B j and Bj 
to Wi(AMMI) for all the combinations of K and N. Wi(AMMI) is nothing but 
Wricke's ecovalence, Wi in terms of AMMI parameters and MINQUE is 
equivalent to Wi for ranking purposes. This is the reason behind the clubbing of 
Wi(AMMI) with Wi and MINQUE and referring it as W;lMINQUElWj(AMMI)' Now 
let us compare various non-parametric stability measures among themselves 

given the normal distribution of Vij effects. si2
) is found to be superior to 

S[') and p/2) is found to be superior to p?) in terms of ranking abilities with all 

the combinations of K and N which implies that rank variance is a better 
measure of stability as compared to Gini' s mean difference of ranks. One may 
also be interested to compare the measures based on ranking within 
environments against the measures based on ranking across the environments. 

With all the combinations of K and N, Pi(l) is superior to s;1) , p/2
) is superior 

to St2
) and p?) is superior to R j in terms of ranking ability implying that the 

measures based on ranking across the environments are superior to the measures 
based on ranking within environments. We may also observe the following 
preference order among the measures as 

S~I) < S(2) < p.o) < p,(2) 
J 1 1 I 

The order of preference among the measures based on ranking within 
environments was found to be 

S(I) < S~2) < R 
I I " 

Further to examine the difference between various stability measures for the 
situation of very large number of genotypes in contrast to not very number of 
environments (K == 50 and N = 5) normal populations were generated with 

($,. =0 and ~2 =3) of Vij effects and symmetric distribution of C1r 's. From 

these populations, ranking abilities of various measures of stability were 
obtained and are as under 
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Wi IMINQUE IMLE' Li I FPi Bi W )1 S·(l) IS·(2) I p.(l) I p(2) Rj pi3 
) iI(AMMI) I I I I 

, 

0.7201 0.720 0.709 0.705 0.474 0.602 0.720 lO.541E> 0.562l0.579 0.647 0.6521 

If we compare the ranking abilities of different stability measures among 
themselves in the above situation it is seen that it is not necessary that the 
difference between various stability measures tends to fade away with larger 
number of genotypes and smaller number of environments. This is true at least 
for the stability measures considered in this study. The difference in ranking 
ability even in non-parametric measures is up to 0.111 (between S;(I) and Pj(3») 
whereas the overall difference is up to 0.246 (between FPi and Wi / MIN QUE / 
Wj(AMMI) ). The case where K =30, N =5 in Table 2 is also of this kind. If we 
see the corresponding differences in this case these are 0.123 and 0.239 
respectively; not much change in difference with increase in number of 
genotypes from K = 30 to K = 50. Rather the influence of number of 
environments is much higher to fade away the differences in ranking abilities of 
various stability measures, which is evident from Table 2. 

The ranking abilities of various measures of stability given a normal 

distribution of Vij effects and non-symmetric a priori distribution of o~ 's are 

presented in Table 3. Ranking abilities of all the stability measures with all the 
combinations of K and N are improved as compared to that of Table 2. Here also 
Wi / MINQUE / Wi(AMMI) tops in all the combinations of K and N, and the 
ranking ability of MLE approaches Wi I MINQUE / Wi(AMMI) with the increase 
in the number of genotypes and environments; for (30,15) and (30,20) 
combinations of K and N, the ranking ability of MLE is same as that of Wi / 

MINQUE / Wj(AMMI)' Shifting to non-symmetric a priori distribution for o~ 's 

led to a rise in the ranking abilities only and there was no change in the 
conclusions drawn from Table 2. 

Regarding the ranking ability, it is obvious from Table 2 and Table 3 that, 
with increase in the number of genotype and/or environments there is 
considerable improvement in the ranking ability of the stability measures and 
the choice of best performing stability measure seems less critical rather than the 
choice of the numb.er of environments and genotypes. The poor ranking abilities 
of the stability measures with smaller number of environments and genotypes 
may be partly due to statistical errors in the stability estimates, which may be 
best reduced by including in the analysis as many genotypes and environments 
as possible. Another factor that influences the ranking ability is the distribution 

of stability variance of . One may observe a sharp rise in the ranking ability of 

all the stability measures from Table 2 to Table 3. This reveals the fact that 

wider the distance between of's (i = 1, 2, .'" K) larger will be the ranking 

ability. 
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Now, we may attempt to summarize the results obtained from various non­
normal distributions in Table 4. A complete presentation of results and 
discussion for these distributions is given in the thesis of Raju [16]. Table 4 
shows the stability measures with best ranking ability, given varying parent 

distribution of vij effects; symmetric a priori distributions of of's. With 

Johnson's Sb distribution for interaction, ranking ability of MLE is found to be 
superior. However one may prefer Wi I MINQUE I Wi(AMMI) if the number of 
genotypes or environments is small. With Johnson's Su distribution for 
interaction, Li is found to be superior in terms of ranking ability. Most of the 
small samples drawn from location contaminated normal distribution with large 
(Ill - Ilz) and very large proportion (W approaching unity) behave like the 
samples drawn from a normal distribution with mean associated to W. In such 
cases Wi I MINQUE I Wi(AMMI) is obviously expected to have the best ranking 
ability. However when the number of environments increases (N ~ 10). the 
departure from normality, the characteristic of parent population, becomes 
apparent in which case the rank based measure Pi(l) is found to have the best 
ranking ability exhibiting some kind of robustness to the distribution of 
interaction effects departing from normality. If W is not too large. one may 
prefer Pit)~ for smaller number of environments and pi(2) for larger number of 
environments. With scale contaminated normal distribution for interaction, the 
stability measure pP) may be recommended. With uniform and normal 
contaminated with uniform distributions, which slightly depart from normality, 
WlMINQUElWi(AMMI)is found to be superior as expected. 

To conclude, given a normal distribution of interaction effects, it is best to 
estimate stability by the MINQUE of OiZ (or equivalently by Wi lWi(AMMI»' The 
situation does not change dramatically under mild departures from normality. 
However, in view of the observations made in this study it is recommended that 
the Vij' S realized from any real data should be tested for their normality before 
applying any stability measure (provided the number of environments is 
sufficiently large). There is enough literature available for testing normality 
(eg. Shapiro-Wilk's test). If the departure from normality is significant (extreme 
and longer tailed distributions) plant breeders may choose the robust measures 
like Li, p/Z

) and Pill) accordingly. 

~------ ---- .... _ .... - ..-..-~--.....-----------------­
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