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SUMMARY

In this paper, two randomized response techniques are proposed and
have shown that these techniques are superior to Singh [12] model.
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1. Introduction

The randomized response model was first envisaged by Warner [18] as a
procedure to reduce response distortion of threatening or personal questions.
According to him, each respondent included in the sample using the simple
random sampling with replacement (SRSWR) scheme is provided with a
suitable randomization device consisting of two statements of the form: (i) “1
belong to sensitive group A” and (ii) “I do not belong to sensitive group A”
represented with probabilities p and (1 — p), respectively. The respondents give
answers “yes” or “no” according to their randomly selected statement and to his
actual status with respect to the attribute, without revealing the statement
chosen. If m persons in the sample (including repetition) answered “yes”, then
the Warner’s estimator
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is unbiased for ®, the proportion of population belonging to the sensitive group
A, and its variance is given by
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where 8 =—, the proportion of ‘yes’ answers obtained from the n respondents.
n

Subsequently, various authors have modified and proposed alternative
randomized response procedures applicable to different situations for instance
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see, Raghvarao [10], Fox and Tracy [5], Chaudhuri and Mukerjee ([3], [4]),
Hedayat and Sinha [6], Sheers {11], Belthouse [1], Mangat and Singh [8], Singh
and Singh [13], Singh [14], Mangat [7], Singh et al. ({15}, [16], [17]) and Chang
and Huang [2].

Singh [12] has developed two randomized response procedures designated
as RRT1 and RRT2, which are described below

RRT1 : In this method, each interviewee in a with replacement simple
random sample of size n respondents is provided with one randomized response
device. It consist$ of the statement, “I belong to sensitive group A” with known
probability p, exactly the same probability as used by Warner [18] and statement
‘yes” with probability {1 — p). The interviewee is instructed to use the device and
report ‘yes’ or ‘no’ for the outcome of the sensitive statement according to his
actual status. Otherwise, he is simply to report the ‘yes’ statement observed on
the randomized response device. The whole procedure is completed by the
respondent, unobserved by the interviewer. Then 0,, the probability of ‘yes’

answer in the population is

6, =pn+(-p) (1.3)
An unbiased estimator of 7, considered by Singh [12] is
= {_Q_M (1.4)
p
with the variance
V() = ni—1m) + (1-p)l-m) (1.5)
n np

RRT2 : This procedure is exactly like RRT1 except for a change in
probabilities on the randomized reponse device, i.e. the probabilities for the
‘sensitive’ statement and ‘yes’ statement have been interchanged. Then 0, , the
probability of ‘yes’ answer in the population is

8,=(-p)n+p (16)

Singh [12] suggested an unbiased estimator of 7 as

- _(©0-p

73 -___(l—p) (1.7)

with the variance

_mi-m  pl-m
n(l-p)

In the present paper, motivated by Mangat and Singh [9] an attempt has
been made to suggest a modification of Singh’s [12] model. The situations under
which the suggested strategy is superior to that due to Singh [12] have been
identified through a numerical study.

V(#,) (1.8)
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2. The Suggested Procedure

In this technique, the RR device and method for sampling the respondents
remain same as in Singh [12]. However, it differs in the sense that the
respondent is free to give answer in terms of ‘yes’ and ‘no’ either by nsing RR
device or without using it, without revealing to the interviewer which mode has
been followed for giving answer.

If T is the probability that a respondent gives answer without using RR
device then assuming completely truthful reporting, the probability of ‘yes’
answer with RRT1 and RRT?2 are respectively given by

8, =nT +(1-T)8, Q.1)
and
8, =T +(1-T)6, (2.2)
For these procedures, we consider the following estimator of n
' =n;/n (2.3)
Since n, is distributed as a (i) binomial variate B(n, 6;) with RRT1, and

(ii) binomial variate B(n, 8;) with RRT2, we therefore have the theorems
below

Theorems 2.1. The estimator f° is biased and the expression for bias
under RRT1 is given by

B/(")=(1-T)1~p)(1-m) (2.4)

Theorems 2.2. The estimator # is biased and the expression for bias
under RRT2 is given by

B,(#)=(1-T)p(1-m) 2.5)

Further, the mean square error of #" under RRTI and RRT2 are
respectively given by

MSE, (&) =%[n(1 ~D{p+ T =)} +(-T) - P -m){l - A~ p)1 - T)}]

+[(1-m)(1-T)A-p)]? (2.6)
and

MSE, (%) = -rl; (2l - m{T + 1 -T)A - p)}* + p(l - )1 - T){1- p(l - T)}]

+[pd -1 - p))? Q7
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In order to identify the situations where the proposed procedure fares well
taking into account the precision, an empirical study has been carried out.

The percent relative efficiency of the estimator #° under RRTI with
respect to T, is given by

6,(1-6;)

PRE(", ) = 5——— 3
pI6;(1-6;) + nf(1-m)(1-p)1-D}]

x 100 (2.8)

and the percent relative efficiency of the proposed estimator #° under RRT2
with respect to ft, is given by
(1= p)’[6; 1~ 83)+ n{(L - M1 ~ pY1 - T)Y’]

PRE (", ft,) = x100 (2.9)

We have computed the PRE’s for different values of p, =, T and
displayed in Table 2.1 and Table 2.2. Keeping (2.4) and (2.5) in view, we have

taken the value of p close to ‘unity’ (ie.p>1/2) for computing PRE (f", #;)

while for computing PRE(f", ft,) the value of p is taken close to zero (i.e. less
than 1/2). :

3. Concluding Remarks

The percent relative efficiency of the suggested estimator " with
respect to &, is shown in Table 2.1. It is observed from the table that

(1) AtT=0.10,n=2and pe[0.80,0.90], the PRE increases as 7 increases.

For (n, p) = (10, 0.80), the gain in efficiency is obtained when
ne[040,0.90] and for (n, p) = (10, 0.90), it is obtained when

ne [0.30, 0.90]. Further we note that for (n, p) = (20, 0.80), the gain in
efficiency is observed when n€ [0.60, 0.90] and for (n, p} = (20, 0.90), it
is seen when mne[040,090]. When sample size is very large
(ie.n2100), the gain in efficiency is observed only for large values
of .

(i) At T = 050, n = 2 and pe[0.80,0.90], the PRE decreases as =
increases. For (n, p) = (10, 0.80}, the PRE decreases as =
increases whereas it increases for (n, p) = (10, 0.90). It is further
observed that for (n, p) =(20,0.80) the substantial gain in efficiency
is obtained when me[0.20,0.90] and for (n, p)=(20,0.80) it is
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obtained for me [0.05,0.90] For (n, p) = (100, 0.80), the considerable
gain inefficiency is observed when m<[0.80,090], and for
(n, p) = (100, 0.90), it is seen when ne [0.60, 0.90].

Table 2.1. Percent relative efficiency of #" under RRT1 with respect to 1

T| =n - on=2 n= 10 n=20 n= 100

p=08 p=09|p=08 p=09|p=08 p=09|p=08 p=09
005 | 12357 116.16 | 6135 8045 | 37.65 58.12 920 1805
1010 | 128.13 11775 | 69.11 8885 | 4386 6799 | 1118 2362
020 | 13476 11944 | B83.14 9961 | 5622 8250 | 1566 34.74
030 | 13935 12032 | 9547 10622 | 68.50 9265 | 21.01 4581
040 | 14272 120.87 | 10639 110.69 | 80.71 100.15 | 27.54 56.84
0.50 | 14529 12124 | 116.14 11392 | 92.84 10592 | 2565 67.83
0.60 | 147.32 121.51 | 124.88 11635 | 10491 11050 | 46.02  78.77
0.70 | 14897 121.71 | 132,78 11826 | 11690 11421 | 59.74 89.67
0.80 | 15033 121.87 | 13994 119.79 | 12882 11729 | 7874 100.52
090 | 151.47 122.00 | 14647 121.05 | 140.66 119.89 | 106.80 111.33
0.05 | 200.67 16545 | 133.04 13844 | 93.60 11498 | 27.76  48.80
0.10 | 18519 14841 | 134.10 131.74 | 99.72 11552 | 3268 5820
0.20 | 16791 134,10 | 135.54" 12545 | 109.22 116.09 | 42.78 72.69
0.30 | 158.50 127.77 | 136.48 12245 | 116.28 11638 | 5324  83.35
0.40 | 15258 124.21 | 137.13 120.69 | 121.72 11656 | 64.100 91.51
0.50 | 148.51 121.92 | 137.61 119.53 | 12605 11668 | 7538 97.97
0.60 | 14555 12032 | 13799 11872 | 12957 11677 | 87.09 103.21
0.70 | 14329 119.15 | 13828 118.11 | 13250 116.83 | 99.27 107.54
0.80 | 141.51 11825 | 138.52 11764 | 13496 11688 | 111.94 111.18
090 | 14007 117.54 | 13872 117.26 | 137.07 11693 | 125.14 11428
0.05 | 43872 272.63 | 42005 269.17 | 398.83 264.96 | 284.04 23553
0.10 | 300.79 195.31 [ 293.53 194.02 | 28492 192.02 | 230.81 180.58
020 | 211.94 15097 | 209.42 150.50 | 20635 14992 | 184.67 14543
0.30 | 178.41 13520 | 177.12 13495 | 175.54 134.64 | 163.83 13222
040 | 160.80 127.12 | 160.04 12697 | 159.10 12678 | 151.95 12529
0.50 | 149.94 12221 14946 12211 | 148.87 12199 | 14429 121.02
0.60 | 142.58 11891 | 14227 118.84 | 141.89 118.76 | 13893 118.13
0.70 | 137.26 116,53 | 137.07 11649 | 136.83 11644 | 13497 116.04
0.80 | 133.24 11475 | 13313 11472 | 13299 114.69 | 131.92 114.46
0.90 | 130.08 113.35 | 130.04 113.34 | 129.98 113.33 | 129.51 113,23

0.1

0.5

0.9
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Table 2.2. Percent relative efficiency of #4° under RRT2 with respect to i,

TV =n n=2 n=10 n=20 n=100

p=08 p=09|p=08 p=09 p=08 p=09|p=08 p=09
005 | 116.16 132.11 | 8045 5223 | 58.12 29.75 | 18.05 6.69
0.10 | 117.75 13851 | 88.85 5831 | 6799 33.83 | 23.62 7.76
0.20 | 11944 14955 ! 9961 7087 | 82.50 42776 | 3474 10.24
030 | 12032 158.72 | 106.22 8401 | 9265 52.89 | 4581 1334
040 | 120.87 16647 | 110.69 9775 | 100.15 6448 | 56.84 17.32
0.50 [ 121.24 173.10 | 113.92 112,14 | 10592 77.86 | 67.83 2260
0.60 | 121.51 178.83 | 11635 127.23 | 110.50 9350 | 7877 29.96
0.70 | 121.71 183.85 | 118.26 143.07 | 114.21 112.01 | 89.67 4093
0.80 | 121.87 188.26 | 119.79 15972 | 117.29 134.27 | 10052  59.03
090 | 122.00 192.19 | 121.05 17724 | 119.890 16153 | 111.33 9451
005 | 16545 231.89 | 138.44 12682 | 11498 80.96 | 48.80  20.80
0.10 | 14841 22001 | 131.74 13140 | 11552 8740 | 5820 2376
020 | 134.10 204.08 | 12545 139.06 | 116,09 9946 | 72.69 3034
030 | 127,77 19390 | 12245 14521 11638 110.52 ) 83.35 37.96
040 | 12421 186.83 | 120.69 15024 | 116,56 12070 | 91.51  46.90
0.50 | 121.92 181.63 | 11953 15444 | 116.68 130.10 | 97.97 5754
0.60 | 12032 17765 | 118.72 158.00 | 116.77 138.81 | 103.21 7040
0.70 | 119.15 174,50 | 118.11 161.05 | 116.83 146.90 | 107.54 8627
080 | 11825 17195 | 117.64 16370 | 116.88 154.44 | 111.18 106.32
090 | 117.54 169.84 | 117.26 166.02 | 11693 161.48 | 114.28 13249
0.05 | 272,63 614.70 | 269.17 565.05 | 264.96 513.24 | 235.53 296.06
0.10 | 19531 423.50 | 194.02 402.60 | 192.43 397.20 | 180.58 258.86
020 | 150.97 28739 | 15050 280.01 | 149.92 271.31 | 14543 217.29
0.30 | 13520 233.05 | 13495 229.35 | 134.64 224.89 | 132.22 194.61
040 | 127.12 203.81 | 12697 201.67 | 126.78 199.05 | 12529 180.34
0.50 [ 122,21 185.55 | 122.11 184.22 | 12199 182.59 | 121.02 170.52
0.60 | 11891 173.06 | 11884 17222 | 118.76 171.19 | 118.13 163.36
070 | 116.53 163.97 | 11649 16346 | 11644 162.82 ' 11604 157.90
0.80 | 11475 157.07 | 11472 15678 | 114.69 156.69 11446 153.61
090 | 133.35 151.65 | 11334 151.52  113.33 151.37 | 113.23 150.14

0.1

0.5

0.9

(iti) At T = 0.90, the substantial gain in efficiency is observed for all values of
(n, =, p) in decreasing order.
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Finally, we conclude that the gain in efficiency increases as the value of T
increases and decreases as sample size n increases. Moreover, we observe that at
p=0.90, the gain in efficiency is more in comparison to p =(0.80. We further

note that for substantial gain in efficiency for all (n, p,m) it is advisable to
choose T greater than 0.50 (i.e. T > 0.50). '

Table 2.2 exhibits the percent relative efficiency of the suggested
estimator i’ with respect to fi,. From the table, we observe that

iy AtT=0.10 and n = 2, the substantial gain in efficiency is achieved for all
values of (1, p) in increasing order. For {(n, p}=(10,0.10), the gain in
efficiency is observed when me{0.30,0.90] whereas  for
{n, p) =(10,0.30), it is observed when ne [0.50, 0.90]. We also note that
for (n,p)=1(20,0.10), the gain in efficiency is achieved when
ne[0.40,0980] and for (n,p}=(20,030) it is seen when
ne [0.70, 0.90]. For large sample size (n =100}, the gain in efficiency is
observed only at p=0.10 and ne {0.80, 0.90].

@iy At T = 050, the gain in efficiency is obtained for all values
of {n,p, ) except (n=20, p=030,1<020), (n=100, p=0.10,
n<0.50) and (n =100, p=0.30, 1<0.70).

(iii) AtT = 0.90, the gain in efficiency is obtained for all values of (n,p, 1) in
decreasing form.

Finally, we infer that for larger gain in efficiency, the higher value of T is
to be preferred. It is also seen that the PRE can be reasonably high for small
sizes even if the value of T is low. Thus there is enough scope of choosing the
value of T, so that the performance of the suggested estimator is better than
Singh’s [12] estimator for small sample sizes as well as moderately large sample
sizes.
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