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SUMMARY

It is demonstrated that, unbiased linear invariant estimator does not exist
for each of the T}, T,, T; and T, classes.
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1. Introduction

Let U=(U,,U,,...,Uy) denote a finite population consisting of N
elements. Let Y, represent the value of the characteristic under consideration

N
for the i" population element. The population total is denoted by T = E Y. A

i=1
random sample of size n is drawn without replacement with arbitrary
probabilities of selection at each draw.

For estimating the population total, Horvitz and Thompson {1] have
formulated certain classes of linear estimators.

2. Classes of Linear Estimators

(a) Estimators belonging to the Horvitz and Thompson T, class are defined
symbolically as

T, :zn" oy, M
=1

where o, (r=1,2, ..., n) is a constant used as weight attached to the outcome at
the r'™ draw.
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{b) T~class: T; class of linear estimators is defined as
1
T,=3 By, =Y) @
r=1

where B,,i=1,2,...N is a constant to be used as weight attached to the i

population unit whenever it is included in the sample and y, denotes the outcome
atthe " draw (r=1,2,...,n).

(c) Ts—class: Ts class of linear estimators is defined as
n N
T, = ' Zer )
r=1 s

where B° is a constant to be used as weight attached to the total of s" sample,

s=Lz““(§}ﬂ
\

{d) T,~class: T, class is defined as
T-s:Z Ba (Yr=Yi) 7 . @
r=1

where Bri, r=1,2,....,n and i=1,2,..., N is a constant used as weight attached

to the i™ population unit, whenever, it is selected at the r™ draw. This class was
defined by Koop [2] and Prabhu-Ajgaonkar [4] independently of each other.

3. Invariant Estimator

Roy and Chakravarti [3] defined a linear invariant estimator and
demonstrated that in the class of linearly invariant unbiased estimators in
general, there does not exist a best estimator.

A linear unbiased estimator T= t(y) is called as invariant, if the
transformation y; = ay, +b,(i=1,2,..., N)of the variate values transforms t(y)

tot (y) where

t'(y)=at{y)+b
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4. Results
(a) Prabhu-Ajgaonkar [4] demonstrated that, T, class is unbiased if and
only if
Y op, =1 i=12...N )
r=1

where p;; is the probability that u; gets selected at r™ draw.

The unbiased T, class is linearly invariant, if

T; = :E: czr(aYr +'b)
r=1

1] 1]
=a2 a,y,+bz o,
r=1 r=]

=al, +b

n
Thisissoifz o, =1

rs]

In equation (5), summing over i, we get

n N
2 @Y, P =N
r=1 i=1

n N
or 2 o, =N as 2 p; =1 which is a contradiction

r=1 i=1

Thus, linearly invariant estimator does not exist in the unbiased T} class of
linear estimators.

{(b) Horvitz and Thompson have proved that a unique unbiased estimator

exists in the T, class, if B, = 1—;— Where m; is the probability of including the i
i
population unit in the sample (i=1, 2, ..., N).

Let T; be the transformed estimator
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n *
Then T; = Y, Lt
r=1 QW

n y n 1

This is invariant estimator, if

T, =aT, +b

n
This is so, if Y 1o
19

r=| r
But , <1

or -!—21
nr

n

_l-Zn
nl’

r=1

Hence, unbiased invariant estimator does not exist in the Ty class.

n
© T;=p° E ¥: | » Ts will be unbiased estimator, if 2 B p(s)=1 where
re=]

s SE ¢

N
p(s) is the probability of getting the s™ sample, s =1, 2, [ )n! and 2 is
’ n SE

the sum over all samples which contain the i unit.

n
Now T; =aff® 2 y. | +P°nb

r=1 s

T; is invariant, if
s . s 1
Bnb=b ie P ==
n

This value of B° does not satisfy the conditions of unbiasedness.

Therefore, an unbiased linear estimator (invariant) does not exists in the T;
class.
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n
@ Ty =Y Bsi(y, =)
r=1
The condition of unbiasedness is
n
Y Bapy =Li=L2,...N
r=1

where p;, is the probability of selecting the i unit at the r™ draw.
]
T, = 2 Briyi
r=1

n
T, is invariant, if ) B, =1
r=1

Subsequently, the Tq4 class is unbiased linear invariant if, the following two
conditions are satisfied.

2“: Bap; =1 M
r=1

and i B; =1 93]
r=1

NOW, RI = pit =

n [}
r=1 r=

i} 1)
Pe O, Bi2Y, Byp, =1 which is a
1 r=1 r=1

contradiction as %; is a probability.

Thus, an unbiased invariant estimator does not exist in the T, class.
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