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SUMMARY

This paper proposes an alternative estimator 7, of population

proportion 7 for the unrelated question randomized response technique and
analyses its properties. Numerical illustrations are also given.
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1. Introduction

The randomized response (RR) procedure to procure trustworthy data on a
sensitive character by protecting privacy of the respondent was first introduced
by Warner [S]. W.R. Simmons perceived that the belief of the respondent
furnished by RR procedure might be further enhanced if one of the two
questions is referred to a non-stigmatized attribute which is unrelated to the
sensitive attribute. This led, Horvitz et al, [2] to develop an unrelated question
RR model (U-model). For this model (see Greenberg et al. [11), the expression
of probability of a ‘yes’ reply is described below.

When m, is known, each respondent in a sample of n individuals, selected
by simple random sampling with replacement (SRSWR) procedure, is provided
with a random device, say R, consisting

(i) “I am a member of sensitive group A” and
(ii) *“I am a member of non-sensitive group Y”

represented with probabilities p and (1 - p) respectively. The respondent selects
randomly one of these two statements unobserved by the interviewer and reports
“yes” if he possesses the characteristic indicated by the chosen statement and
“no” otherwise. If Tt is the proportion of sensitive group in the population, the
probability of “yes” reply will be

A=prn+(1-ph, (LD
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The usual estimator of 7t suggested by Greenberg et al. [1] is given by
h—(1-p)n
fi= M’_) (1.2)
p

where A = 3‘—. n, is the number of ‘yes’ reply by the individuals in the sample
n
of size n. The estimator #t is unbiased and its variance is given by
o All-RA
V()= —(——2—) (1.3)
np

The minimum value of variance V{(ft) can be obtained by selecting p near
toland m, near to 0 or 1 according as <05 or n>05. If ©=0.5, the

l T, = 05 l could be maximum on either side.

Mangat et al. [3] suggested a generalized estimator for T as

fo - x, (- p)]
o= (1.4)
P
where « is suitably chosen constant such that MSE(f,) is minimum. The
minimum MSE of #, is given by

2 —
min.MSE(#, )= l (1}‘) Y (1.5)
np2 {7\. T A }
n
for the optimum value of o
nA
o= 1.6
f+m-1n} (1.6)
Following Searls [4], one may define a class of estimators for 7 as
Sl - pr
ft, = M =&k (1.7

p
where 8 is a suitably chosen scalar such that MSE of #, is minimum and
p=(-p)

The minimum MSE of #,, for optimum value of §
_ (A -pn yk)z
Th = A=A
o-p o

(1.8)
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is given by
(—pmy f A0-2)
o2l - pm, P+ A -2)]
Thus from (1.3}, (1.5) and (1.9) it can be easily proved that
min.MSE(f, ) < min.MSE(#, )< V(&) (1.10)
which implies that the proposed estimator f, is more efficient than Greenberg

et al. [1] estimator ft and Mangat er al. [3] estimator fi, at its optimum
condition.

min.MSE(#, )= (1.9)

It is to be mentioned that estimators #; and #,, cannot be used in practice

as they are based on unknown parameters. This led authors to propose
estimators based on estimated values of parameters and discuss their properties.

2. Estimators Based on Estimated Optimum

The estimated optimum value of d is given by

~ (- pn,f
o, = A (2.1
(- 22

Substitution of (2.1) in (1.7) yields an estimator of 7 as

#0) = -, 22)

Another consistent estimator of 8 is given by

82_, (j‘_fmsf)2

= Y (2.3)
— }»!1 - k’
P{(l—wry)z - }
Putting 82 in place of 8 in (1.7), we get another estimator of 7 as
_— :
A2 = bgm, ) 24)

off oo H3)
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A more flexible form of the estimator 7t is given by

A0) = -r, ) :(k20) 2.5)

where k (2 0) is a constant. For k=1, ftgk) reduces to ﬁg) while it reduces to

ftﬁz) for k = .
n-1

The MSE of an estimator T can be computed from

MSE(T)=E(T -7} = 2 (T-nf "C, A ((-A)™™ (2.6)
n, =0
The percent relative efficiency of T with respect to ft is given by
-1

PRE(T, t)= x(l'z)‘) 2 (T-nf "C, A (@-AF~" | x100(2.7)
np n; =0

The percent relative efficiencies of different estimators (ﬁg), ftf,z) and ﬁﬁk))

with respect to ft have been computed for different values of n, p, 7, k and 7, as
shown in Tables 2.1 (a) and Table 2.1(b).

Further, to obtain an approximate expression of MSE of ﬁﬁk), we write

£= (K - x)/x such that E(g)=0 and E(sz)= %

Expressing ﬁg“) in terms of €, we have

-1
A A (1-2) A RE
© =gl 1+ g || 1+ ———=(1 1-——¢f1+—
il n( > s][ o (1+¢) e "

(ftgk)_n) &E_M 1+_>"__ M-lg
P np'n | pn| AMl-2)
Squaring both sides of the above expression and then taking expectation,

we get the MSE of itﬂ‘) to terms of order n™* as

or
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Table 2.1(a). Percent relative efficiency ftg). ﬁf,z) and itg“) with respect to 1t

n=0.05
PUEN 10 20

pi my 4 Estimator |
70 =70 | 19562 162.57 146.00
7O 21163 166.99 147.69
0l P 330.26 232.54 193.63
1) 358.87 239.32 191.81
06 A0 oake) | 16512 15190 167.65
7@ 174.78 155.84 170.12
02 k=0 249.18 217.34 254.38
#=19) 271.57 228.13 263.24
A0 = ﬁ‘;'k =1) 200.51 165.66 138.33
7@ 21820 170.20 139.77
0.1 k=0 347.11 232.58 174.06
07 k=10 373.13 234.69 167.80
A0 = zk-0 | 17436 149.94 154.53
02 70 185.61 153.76 156.28
k=0 260.07 21129 207.69
=19 29095 218.24 206.14
RO k) | 20560 169.78 134.76
7 225.24 174.59 13595
L PO 36684 23379 158.05
k=19 38891 230.05 147.42
08 20 <761 | 18590 153.65 137.77
7@ 199.79 157.45 139.15
02 | jeeo 29835 21069 171.45
afe=16) 318.74 212.69 164.50
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=005
no] 5 10 20
pl Ty 4 Estimator |
a0 a0 | 210.86 174.82 135.14
h h
i 23277 180.11 136.15
R PR 390.33 23670 145.95
#=19) 406.60 225.70 130.58
0.9 A0 _gk=D | 199.84 163.89 130.17
h h
e 21791 168.21 131.19
02 ik 343.52 218.75 147.34
alk=19) 360.29 212.94 135.35

Table 2.1(b). Precent relative efficiency #{, #{%) and #%) with respect to

n=0.1
. PN 10 %
n
pl Y Estimator 4
A0 _ak) | 16961 139.25 17364
i 180.15 142.05 124.48
R Y 249.41 175.82 135.27
k10 258.79 171.06 122.37
06 20 _zk-0 | 14908 138.78 14021
h h
4 156.42 141.79 141.60
R e 210.18 182.94 173.42
k10 222.54 183.28 162.43
20 = ﬁg“ =1) 168.96 136.61 114.46
&P 179.46 139.02 115.01
O hee 243.50 162.73 115.05
710 247.33 153.66 100.29
07
A0 a0 | 15231 13139 126.64
7 159.86 133.94 127.41
R Y 21128 164.54 13638
k=10 219.33 160.14 122.09
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n=0.1
n— 5 10 20
pd Ty 4 Estimator 1
0= ﬁff =1) 168.27 134.69 109.01
/2 178.75 136.77 109.29
0.1
ftf,k =6) 273.26 150.96 100.03
ﬁ]{‘k =16) 23543 138.04 83.87
0.8
F O 2 zl=1) 156.46 128.22 112.83
h h
7@ 164.55 130.24 113.26
02
flk=® 213.67 149.72 109.88
ﬁgk =16) 216.25 140.78 94.47
A () _ alk=1 167.5 133, 106.
/0= ng ) 7 35 06.43
£ 178.03 135.18 106.50
0.1
k=9 230.90 140.65 88.98
-ﬁ:]{\k =16) 223.46 124.33 71.53
0.9
a0 =k =1) 161.36 128.94 105.24
f‘?} 170.40 130.62 105.38
0.2
flk=9 217.89 138.80 91.93
ﬁgk =16) 213.60 125.00 75.37
N . V(# -
MSE(V)= V(i) + (V& [k - 2{ prfl = 24) _ 1}] 2.8)

which is less than that of #t if

0<k<2{p“(1”2}‘)-1}

either ;\(1-}“)

or 2{%’%%-1}<k<0
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Tables 2.1 (a) and 2.1 (b) show that

(i) The gain in efficiency due to the proposed estimators over f are large for
small values of 7.

{(ii) The larger gain in efficiency due to the estimator 1‘:?‘) can be obtained
through increasing the value of k suitably.

(iii) The estimator N; is more efficient than ﬁs).

(iv) The efficiencies of the estimators decrease as T, increases.

(v) For fixed 7, p, m,, the gain in efficiencies decreases as n increases.

(vi) The maximum gain in efficiency (406.60%) is seen at 7=0.05, p =0.9,
T, =0.I, n=5and k = 16,

Lastly, we conclude that the suggested estimators f:g), ﬁﬁz) and ftg‘) are

preferable over & for small values of n, 7 and . In practice, small sample sizes
are desirable when the survey procedure like RRT, is expensive.
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