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SUMMARY 

This paper presents an estimator in a post stratified set-up of sampling 
assuming prior knowledge of Population Proportion of Mean Matrix (PPM) 
and coefficients of variation of strata. A concept of PPM matrix is introduced 
and properties are derived. The method of choice of weights for combining 
post-stratified sample means, is proposed along with their optimum selection. 
A general strategy of grouping strata is introduced with the application of.two 
plans. 

Key words: Post-stratification, SRSWOR, PPM, Estimator, Optimum. 

1. Introduction 

The stratification requires information on strata sizes and availability of 
frames for each stratum. The former is easier to manage but the latter is often 
hard to get and therefore reduces the effective application of stratification. As a 
solution, the post-stratificatlon technique is used and according to 
Sukhatme et at. [12] with a large sample size, the post-stratification is always !lS 
precise as the stratified sampling with proportional allocation. Some useful 
research contributions in the area of post-stratification are by Holt and 
Smith [3], Jagers et al. [4], Jagers [5], Agrawal and Panda [1], Little [7], Gelman 
and Little [2], Lazzemi and Little [6] and Shukla and Trivedi ([10], [11]). 

2. Norations and Assumptions 

Let N be the size of a population U = [U II • U I2 •• .. UiN; ... UKNJ 

ilbconsisting of K strata, with Ni units belonging to the strata such that 

LK 

N j =N. Let variable under study be Y with values Yij> i =1, 2, ... K, 
i=1 

j = 1, 2, ... Ni on Uij along with stratum means Yj of ilb stratum and grand mean 

_ ..._-_.... --- ...._- ---_.....-_...__...._------------­
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Y. A sample of size n is drawn from N by SRSWOR and post-stratified into k 
k 

strata with ni units falling in the ith stratum such that L nj =o. The sample 
i=l 

mean is y based on n and )Ii is based 00 OJ units. The components of variability 

are 

s: ~[N,l_lU(Y,; V;y] 

S2 =(N~IJ[t (N j -1)Sr + t N/\~ - Y)2] 
1 1 1=1 

S· S- 1 	 C ­CY;-y' Y­
1 

2.1 	 Population Proportion of Mean Matrix (PPM) 

Define a matrix of order (k + l)x (k + I) as P = (pj) i, j =i, 2, ... k where 

- - [y 1 - - (Y.)Pij 	 Yi : Yj = ~ , Pi(k + I) =Yi : Y = ~ 

P~ ..)j Y:Y;=(~} P,,<lXk<,,=Y:Y=1 

Some important properties ofmatrix P 

(i) It is a square matrix 

(ii) 	 Diagonal elements of P are unity i.e. Pij = 1 for i =j and P(k + I)(k + l) =1 

(iii) 	 Non diagonal elements possess a relation 

I I & • • 

pji = , Pi(k + I) =--- lor 1 :t J 
pjj P(k + I)j 

(iv) 	 The knowledge of only lower (or upper) diagonal elements is enough to 
determine P cQmpletely. 

Some important assumptions are: (i) while post stratifying n, it is 
presumed that probability of nj being zero is very small, (ii) prior information on 
lower (or upper) diagonal elements of P is available, (iii) prior information on 
coefficients of variation CY;' of each strata, is available. 

The assumption (i) is obvious with moderate k for a large n. Moreover, 
(ii) and (iii) are easily possible through expert guess, past experience, successive 
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surveys or pilot surveys. As an example, an agricultural survey of the rural area 
of a district, village may classified as "Big Size" and "Small Size" according to 
the area under cultivation, and "Crop Production" is a variable of main interest. 
The possible guesses are 

0) 	 average crop production by small·villages is nearly one·third to big­
villages and approximately half to the average of entire rural area 

(ii) 	 average production of big size group is nearly 2~ times of entire rural 
2 

area. This provides a PPM matrix of order 3 x 3 as 

Small Big All 

Small 1:11:3 1/3 1/2]I: 2] [IBig 3: 1 I: 1 2.5: 1 = 3 1 5/2
[All 2: 1 1: 2.5 1:1 2 2/5 1 

Remark. When reliable information on P is available through an expert 
guess, past experience or a pilot survey, it needs to be effectively utilized in 
estimation problems. Searls [9] has utilized the prior information on the 
coefficient of variation Cy for constructing an efficient estimator. 

3. Proposed Estimator 

With Wi = (~ } a class of post-stratified estimator for Y, is 

(3.1)[(yps)cJ= L
k 

(C i wJYi 
.=1 

where C j is an unknown constant of the ith ,stratum and the quantity (C j Wi) 

constitutes a new weight structure for combining strata means in the sample. 

Remark 3. J. As special case when C j = C, V i then 

k 

[(Yps)J=CL WjYi 	 (3.2) 

k 

and C =1 provides usual post-stratified estimator Yps = L WiYi (3.3) 
j=! 

Remark 3.2. The proposed (3.1) is a general class of estimators having 
(3.2) and (3.3) as members. Moreover, (3.3) is unbiased for Y. The weight 
structure C j Wi is to be chosen subject to the level of minimum mean square 

error, in the class (3.1). 

-------_...... ------------ ­
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3.1 Motivation and Justification 
(i) 	 In the set up (N. n) of SRSWOR. for sample mean y 

with V(y) = [(n-I
) - (N-1)]S2; Searls [9] has proposed estimator 

y s = C Y with optimal choice 

(ii) 	 The y s observed efficient over y at C = C· assuming known coefficient 

of variation (Cy ) of the population 

(iii) 	 A motivation is derived from (i) and (ii) for a post-stratified set-up of 

sampling [ N. n = t. n,) in the fonn of proposed class (3.1) assuming 

Case I: when constant C is same for all k strata 


Case II: when it is different for all k strata 


Case Ill: when it is same for a group of strata 


3.2 Bias and Mean Square Error 

E[(y,.),} t. C,W,y, and Bias[(Y,.),}[t. C,W,y; - Y] (3.2.1) 

Note 3.1. Wherever follows. we denote E[(.}/nJ and V[(.}/nJ as 

conditional expectation and conditional variance under given nj. A standard 

result is 

E[~] = [_1 + (N -n) (1 -WJ] 
nj nWj (N -1) n2Wj2 

Remark 3.3. The mean square error of the class (3.1) is 

MSE[~psti J = v[~psti J + [Bias {~psti}T 

=E[V[{~pstJ /njJ]+ v[E[{~pstJ /n j ]J+E[E[{~psti - YY /n j JJ 

=E[t C;W?[~-~\;]+[t CjWSj _y]2 
j=l n. N. r j=l 



162 JOURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS 

which is obtained using note 3.1. On substitution of Cr =~ + (Cr - 1)] 

Ie 

MSE[(yps tJ =V[(y!ls )]+ ~ (Cr - 1~iSr + [BF (3.2.2) 
1=\ 

V[(y.. D= [> ~]~ w,s1 + (t~~ [~ (1 - W.)S1] (3.2.3) 

At Cj = C, Vi, MSE[(Yps)J= V[(yps)]+ (C2-l)[D]+ [(C -lfy 2] (3.2.4) 

A. =~(.!. -_!Jur. + (N - n) (1- W.)j 
I IL n N)" I (N -1)12 

B=[t CjWjYj -V]; D=[t AjSr]=V(yps) 
1 =1 1=1 

4. Choice ofC; 

The proposed estimator (3.1) is efficient over YPS' when Cj satisfies 

condition 

(4.1) 

Moreover, from (3.2.4), the estimator (3.2) is efficient over Yps. when the 

selection ofC, fulfils condition (C -1}[(C + 1)0 + (C _1}y2] < 0 (4.2) 
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Remark 4.1. In (4.1), if choices C j > 1 for all i then [(yps ti ] can never be 

efficient over }Ips' If at least one or some of them are less than unity, there is a 

high chance of getting gain over usual estimator. In (4.2), the choice C <: 1 
supports this fact. 

Differentiate (3.2.2) with C j and equate to zero, we have 

2[AiSf +W?Y? l:i +[t t CjWiWjY;Yj]- 2Y[Wj Yi ]=O (4.3) 
i"j 


2
Divide by iyj , we have the systems of k equations in Cj as 

The (4.4) has k equations for k unknown Cj • The other elements W j and 
elements of P are known, therefore the system could be easily solved for Cj 

using any standard technique of solution of equations. 

4.1 	 Criteria for Optimum Choice 

The necessary condition for the proposed estimator (3.1) to be more 
efficient than }Ips is that C j values (i 1,2, ... k) obtained as a solution of 

system of equations (4.4) must satisfy (4.1). 
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Remark 4.1.1. In matrix notation, (4.4) could be like AC =B where 

A.C
1· 

2y + W2
I ifi=j 1,2,3 ... k 

A=[ajj]kXk and aij= 1 ' Y.j 1 
[-WW· -=- W,W.p.. if i:;CJ'2 1 J Y 2 I J IJ 

1 

B =[bj]kxk and b j = ; Wj' c' =[el • e 2 • e 3,· .. ek]IXk 
J 

Remark 4.1.2. The optimum MSE of [(yps)J at the value 

5. Empirical Study 

In order to examine the performance of the proposed estimator some 
empirical illustrations are given in Tables 5.1 and 5.2 for various types of data 
sets. The efficiency comparisons of these data sets are given in Table 5.3. 

Table 5.1. Data set I (From Sarndal et al. [8]) 

Stratum N. Sample 
No. SizeI 

105 1098.9 21855.0 Y =10.4657 S~ =99.560'" 0.8467 30
1 

2 19 3445.9 1822736.8 Y =181.3631 S; =66543.195 0.1532
2 

Total 124 4544.8 1844591.8 Y=36.65 S2 =12213.202 

Matrices P and A and vector B are 

P=[17~33 O'F ~:~~l A =[0.7365 1.1242] B _[2.9654] 
3.50 0.20 1 3x3 0.0037 0.0327 2x2 - 0.0309 2xl 
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= V(y)-MSE(')X-l00 E V(Yps)-MSEO 100where E) V@} = V&ps) x'2 

6. Counter Examples 

Two populations containing three strata where the selection of the 
constants (Cit C2• C3) from (4.4) produces results inferior to the usual estimator. 

Set IX 

N, ~i 
Stratum SampleS2Nj L Yii Lyij Mean tNo. Size

i-I i_I 

44 3453 40977 VI =78.4772 S~ =3092.9064 

2 40 5541 4060227 V2 =138.5250 si =84427.1789 25 

3 10 2189 556015 V3 =218.9000 si =8538.1000 

Total N =94 6105.19 4277566 V =118.%90 S2 =19745.07 

V(yPS)= 1191.3347; V(Y)= 579.7488; MSE[(ypst ] = 3417.1887 at the 

values C) =1.7717, C2 =1.9173 and C3 =2.6281 

Set X 

N, N, 
Stratum Sample

N j L Yij L yij Mean S?
No. I Size 

j-I i=1 

105 573.89 297038.25 ~ =5.4657 S~ =99.5603 

2 19 3350.89 1464905.10 V2 =176.3631 S~ =66543.19 40 

3 40 5541.00 3553848.10 V3 =138.525 si =84427.19 

Total N= 164 9465.79 5313791.40 V =57.7182 S2 =32614.23 

V(Yps)=594.505; V(y)=616.4886; MSE[(ypJcJ =2979.954 at the 

values C. = 5.2506, C2 =3.055 and C3 = 0.3705 

http:32614.23
http:5313791.40
http:19745.07
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6.1 	 Reason for Counter Examples 

When C j values obtained as a solution from (4.4) fail to satisfy (4.1) these 
values may not result in providing more efficient estimator. In such situation it 
is desireable to re-design the estimation strategy through the grouping strategy 
discussed in the Section 7. 

7. General Grouping Strategy 

Choose two positive integers rl and r2 such that rl + r2 =k and define two 
groups G 1 (containing any rl strata) and G2 (containing any r2 strata). The 
constant C1 is to be used for G1 and C2 for G2, and then consider a modified 
form of estimator 

(7.1)[~;.U=Cl[~ w,y}c{XW,y,] 

Remark 7.1. The problem at this juncture is that some strata may be large 

in terms of size (like middle income group) and some may be bigger in terms of 
means (like mean expenditure of high income group). Therefore, grouping of 
any rl strata among k in G1 need not be a fruitful strategy. 

7.1 	 Grouping Plan (1, k - 1) 

Step I Choose a row i (i =1,2, 3, ... k) of the PPM matrix having Pij ::;; 1 

for all j = 1, 2, 3, ... k + 1. Assume only one such row exists 
definitely. 

ithStep II Put corresponding stratum in the group G1 and change its 

notations by W(I)' Y(l)' Sll)' and Y(l)' 
Step III: Put rest all the (k - 1) strata into group G2 changing their notations 

- 2 ­
W(m) , Y(m) , Scm)' Y(m)' (m = 2, 3, 4, ... k). 

Step IV: U,. the ..tim.tor [~~? lo.1 = [ C1W'" Y(I) + c'l~, W(m) Y(m) ) 1 
(7.2) 

7.2 	 Grouping Plan (k - 1, 1) 

This is opposite to the former 

Step I Choose a row i (i =1,2, 3, ... k) of the PPM matrix having Pij ~ 1 

for all j = 1, 2, 3, ... k +1. Assume a definite existence of only one 

such row. 

Step II Put all the (k - 1) strata into group G 1 (not including ith strata) with 

changing notations W(m) , Y(m)' S2(m), Y(m) (m = 1, 2, 3, ... k -1). 
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Step III: Put the ith strata 
- 2 

W(k)' Y(k)' S(k)' Y(k)' 

into the group G2 with notations 

Step IV: Use the estimator 

(7.3)[~:,;)t} c.[~) W(m)l'(m} C 2 W(k)l'(k) 

7.3 	 Optimum Equations 

The (4.4) reduces into only two equations with two unknowns containing 
known elements of the PPM matrix under these plans. A solution of these 
provides the optimum C1 and C2• 

Under Plan (1, k - 1) 

(7.3.1) 

(7.3.2) 

where 

Cy = S(m) A(m) =[! -~]W(m) + (N - n)2 (1- W(m») 
,m, Y(m) , n N (N - l)n 

Under Plan (k - 1, 1) 

[
k-l 1- )2 [ - ]2]C1.t:l A(m) ct) \;1) + 1- W(k) Y~) 
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Remark 7.2. As special case with two strata (k = 2) and two groups, the 
strategy reduces into plan (I, 1) which will provide improved estimator subject 
to condition (4.1). 

7.4 Comparison of (1, k - 1) and (k - I, 1) 

Both plans are based on different criteria of selecting the iID strata, for 0 1 

and O2, The plan (1, k - 1) is focused on lowest mean, biggest grouping idea of 
strata while plan (k - 1, 1) has a basis of biggest grouping, highest mean of the 
strata. 

8. Conclusions 

Proposed estimator (3.1) is a general class having estimators (3.2) and (3.3) 
as members. When information about elements of PPM matrix and coefficients 
of variation are known, it could be utilised in the efficient estimation by using 
the proposed estimator. The weight (Ci Wi) could be made optimal by solving 
the system of equations satisfying (4.1). Among several unknown constants Ci, 

if at least one or some of them are less than unity, there is a high chance of 
getting gain over usual post-stratified estimator. Under laid down assumptions, 
the optimum selection of constant Ci is easy to compute improving the 
efficiency. Among ....II data sets I to VIII, there is considerable gain in efficiency 
over the usual estimator when (3.1) and (3.2) are used. In spite of that, lack of 
gain in efficiency, using (3.1), is shown in two counter examples. To cope with 
this, a general strategy of grouping strata is proposed which is found effective 
and easy in application. The strategy has grouping plans (I, k - 1) and (k - 1, I) 
and both generate efficient estimators on those data sets where the usual (3.1) 
proved less efficient. While comparing two plans over same data sets, it is found 
that plan (1, k - 1) is better than plan (k - I, I), but all together both are 
recommendable over the situation of not using the grouping strategy. Also, both 
plans are effective in reducing the bias component of the estimator (3.1). 
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