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SUMMARY

In this paper we have suggested various estimators of population
proportion 7t and their merits over Warner’s [4] estimator examined through
numerical illustrations.
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1. Introduction

Let there be a population possessing a sensitive attribute A, say.
Warner [4] proposed a method known as randomized response (RR) technique
to procure trustworthy data for estimating the proportion ® of the population
possessing the attribute A. The technique comprises of using a device with
outcomes A and not-A with known probabilities p and (1 — p) respectively. The
respondent observes the device’s outcome which remains unknown to the
investigator so that the respondent’s privacy is protected. The respondent reports
‘yes’ if he has the characteristic shown by the device’s outcome and ‘no’
otherwise. The probability of-a yes answer is given by

8=pn+(-pXl-n) (1.1)

Let n respondent be selected by simple random sampling with replacement

(SRSWR) and n; be the number of ‘yes’ answers out of n responses. For
estimating , Warner [4] suggested an unbiased estimator

fo= ;é—(l—p): ¢_1_

w (2p—1) » P 2 (1.2)

with the variance

v(ﬁ”:%_—% (1.3)

A~ n . . .
where 0 =—L is the proportion of yes answers in the sample.
n
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Following Searls {2], Singh and Singh [3] suggested a class of estimators

for m as
. _Pb-a-p) A
) o

where A is a constant to be chosen suitably such that mean square error (MSE)
of ft; is minimum.

The minimum MSE of #, for optimum value of ?xz—n—e—— is
fi+(@m-1p}

given by
0
T )
Sampath et al. [1] suggested another class of estimator for 7t as
fts =8«{9(—;(1—-1;)—)}= 5, : (1.6)
p ——

where & is a constant such that MSE of ftz is minimum. The minimum MSE of

min. MSE(#; )= i (1.5)

fig for optimum value of &

e o
is given by
min. MSE(::S)_“_V(_l. (1.8)
n* + V(#,)
From (1.3), (1.5) and (1.8), it can be easily shown that
min. MSE(#; ) < min, MSE(#, )< V(&,, ) (1.9)

which clearly indicates that the estimator fty suggested by Sampath et al. [1] is

more efficient than Singh and Singh [3] and Warner [4] estimators under
optimum conditions. However, the estimators fi, and ft; cannot be used in

practice as they depend on unknown constants. In this paper we have suggested
estimators based on estimated optimum values and their properties are studied.

2. Estimators Based on Estimated Optimum

Since the optimum value of § in (1.7) is not known in practice, it is,
therefore, advisable to replace & with its estimated optimum value
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=2
8) Zu 2.1)

e 2, é(l—é)

n(2p -1}

which is obtained on replacing n* and V(?‘tw) by their consistent estimators

- ~

M in (1.7). Substitution of 8%, in (1.6) yields an

n(2p - 1) "

72 and V, (1, )=
estimator for 7 as

ﬁg) =

=3
T

Replacing 7n° by #2 and V(&,) by its unbiased estimator

{12 (ﬁw)

(2.2

-~

ol -6 .
= in (1.7), we get an estimate of §__ as
(n-1)2p -1y & ot

56) -

~2
T 2.3)

e 0]
Y @-1)2p-1P

and hence the resulting estimator is

~3
#d) = Tw Q.4

72+ 61 -0
" (n- IX?.p - l)2
We make the estimators in (2.2) and (2.4) more flexible by introducing the
constant h (Z 0)

23
) = T 2.5)

{ﬁi+(h] M}

n) @p-1y

If we set h =-(-—n—lj in (2.5), then the estimator ﬁgh) reduces to ﬁgz),
n—

while for h = 1, it reduces to fcg).
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The MSE of an estimator T can now be calculated from
n
MSE(T)= Y’ (T-=} "C, 6™ (1-6f ™ (2.6)
n =0

as 6 follows a binomial distribution with parameters n and 6.

The percent relative efficiency (PRE) of T with respect to usual unbiased
estimator ft,, is given by

PRE(T, #t,, )= JS(’;‘(VT)) x100

-1

60-6) | 3 (T-nf "C, 6™ (1-6f~"™ | x100
= - n 67 (1- : Q.7
n(2p-—1)2 n,z=0

We have computed the percentage relative efficiency of ftg); i=1,2 and

ﬁgh) with respect to ft,, for different values of n, p, h, m and displayed in
Tables 2.1 (a), 2.1 (b) and 2.1 (c).

Further, to obtain the approximate MSE of ﬁg‘), we write
6=0(1+¢)
such that

E(e)=0and E(£2)= %

Expressing ﬁ:gh) in terms of €'s, we have

ﬁg“):r{nﬁe}
I (e ]

) _ )8 R 6(1-9) L E(1-20)(2p—1)1z_
b )_(2p—1) n(2p—1)21t[1 (2p-1)ﬂ{ 0(1-o) IH

Squaring both sides of the above expression and then taking expectations,

we get the MSE of ﬁg‘) to terms of order n> as
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Table 2.1 (a). The percent relative efficiency of {),#{) and #{") with respect to

Warner’s estimator ft,,

pd n=0.10
Sample size(n)
Estimatord 3 5 10 20 50
a) =P | 12831 14097 16314 15817 12911
Q) 13627 14692 16830 16045 12949
02 =9 161.89  193.19 27206  263.72 15110
afr=19) 166.67 20975 30099  286.83  136.99
al=pp=y | 12492 15338 17706 180.99 164381
#Q) 13130 16065  183.92 18456  165.84
03 ap=9) 145.16 22083 39836 42926 29335
af=1e) 14647 24643 57230  620.83 32327
A =ppy | 12821 16074 18452 19531 19582
AQ) 13155 17063 19237 19977  197.57
04 afr=9) 13622 25394 49890 61722 57718
ap=10) 13642 28775 99194  1384.23  1005.72
A =ab=Y | 12821 16074 18452 19531 19582
Q) 131.55 17063 19237 19977  197.57
08 #p=9) 13622 25394 49890 61722  577.18
ap=19 136.42 28775 99194  1384.23  1005.72
AP =gP=D | 12492 15338 17706 180.99 16431
a2 13130 16065 18392 18456 16584
07 #b=6) 145.16 22083 39836 42926 29335
ap=16) 14647 24643 57230  620.83 32327
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Table 2.1 (b). The percent relative efficiency of fcg),fcgz) and fcg‘) with respect to

Warner’s estimator T,

pl n=0.20
Sample size(n)

Estimatord 3 5 10 20 50
aD=gP-D | 11667 12953 13276 11378 88.87
79 122,12 13351 13516 11422 88.93
02 o) 13573 161.11 16741 11548 64.24
alh=16) 13431 16582  161.88  100.31 47.71
aD=gb-D | 12110 14722 15829 14628 11445
#@ 12625 15377 16310 14802  114.62
03 #=6) 13468 20490 27875 21480  115.83
ab=16) | 13356 22180 32933 21987 100.00
al=gb=0 | 12798 15876 17884 18264  167.53
@) 130.79  168.34 18600 18631  168.61
04 7lh=6) 13377 24947 43899 45077 31071
il =16) 13337 28028  749.11 68572  353.10
A =plb-) | 12798 15876 | 178.84 18264  167.53
A 130.79 16834 18600 18631  168.61
06 =) 133.77 24947 43899 45077 31071
|afp=e) 133.37 28028  749.11 68572  353.10
A =af-0 | 12010 14722 15829 14628 11445
#@) 12625 15377 16310  148.02  114.62
07 =) 134.68 20490 27875 21480 11583
=19 133.56  221.80 32933  219.87  100.00
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Table 2.1 (¢). The percent relative efficiency of fcg),f:g) and ft

Warner’s estimator i,

85

™) with respect to

pd n=0.30
Sample size(n)
Estimatord 3 5 10 20 50

A0 =ap-) | 10681 11652 108.91 91.82 81.80

@) 109.96 11844  109.47 91.55 81.53

02 #h=6) 11366 12776 107.65 71.11 46.75
ar=19) 10832 12327 94.39 55.12 29.59

A =gP-y | 11674 13771 13705 117.55 90.47

@) 12045  142.85 13979 118.11 90.35

03 al=6) 12339 178.15 18747 12578 68.68
flh=19) 12023 18395 19193 11229 52.48

Al =ql=y | 12729 15549 17023 16570  138.78

) 12949 16443 176.35 16839 13931

04 =9 130.67 23860 36331 31374  182.44
#lh=19) 129.67 26329 52410 37666  174.89
al)=ql=) | 12729 15549 17023 16570 13878

) 12949  164.43 17635 168.39 13931

06 =9 130.67 23860 36331 31374  182.44
=19 129.67  26329. 52410  376.66  174.89

Al =gP=0 | 11674 13771 137.05  117.55 90.47

) 12045 14285 13979 118.11 90.35

07 =) 123.39  178.15 18747 12578 68.68
12023 18395  191.93 112.29 52.48
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NBE@QUzV&W}+Eﬁ€%JE[h—Z{ng@g&lgﬁ—4] 28)

(1 - o)

which is smaller than that of ft,, if

either 0<h<2{w_1}

or

®

(i)

(i)

(iv)

8(1-0)
1-20)(2p-U)n
2{-(-~—6(T:%-5~——~1}<h<0

It is observed from Table (2.1) (a), 2.1 (b) and 2.1 (¢) that

When n=0.10, the performance of the suggested estimators fcg}, ftgz)
and fcgh) {h = 6, 16} are better than Warner’s estimator f,. The
estimator &) is more efficient than ﬁg}. The efficiency of the estimator
'ﬁ:gh) increases as h increases. Thus the scalar ‘h’ plays a good role in
improving the precision of the estimator ﬁg’).

When 7=0.20, the suggested estimators ﬁ:g), fzg‘?) and ﬁg‘) {h =6, 16}
perform well than Warner’s estimator ,, except for higher values of n, in
particular (n =50,p= {}.2) The estimator ftgz} is more efficient than ﬁg).

It is noted in general, that the efficiency of the estimator 'f:gh) increases as
h increases, when 0.4 <p <0.6 (p#0.5)
When 7 =0.3, the performances of the suggested estimators fcg}, ﬁgz) and

ftg“) {h=6,16} are more efficient than Warner's estimator #, for
smaller values of n. However, they perform well for all values of n when p
moves in the neighbourhood of 0.5 (p #0.5) The estimator ﬁgz) is more

efficient than ﬁg), except n =50.
The gain in efficiency decreases as the value of 7 increases.

Finally, we conclude that the constructed estimators ﬁg}, 'ftg) and M are

more precise than Warner's estimator ft,, for smaller values of © (i.e. for the
populations in which number of persons possessing sensitive attribute is small).

It is

further noted that the substantial gain in efficiency due to suggested

estimators ﬁg),ftg) and fcg‘) (h =6,16) over Wamer's estimator #, is
observed when the probability p (proportion of the sensitive attribute
represented in the randomize response device) moves in the vicinity of 0.5



ALTERNATIVE ESTIMATORS FOR RANDOMIZED RESPONSE TECHNIQUE 87

(p;tO.S) and the sample size n is small. In practice, such sample sizes are
desirable when the survey procedure, like randomized response technique, is

costly.
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