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SUMMARY 

There are two well-known estimators of the variance of the 
Horvitz-Thompson estimator for a population total. They are called 
Horvitz-Thompson (Horvitz-Thomps.n [3]) and Sen-Yates-Grundy (Yates 
and Grundy [71; Sen [6]) estimators. This paper presents a strikiJlg example 
demonstrating a stunning difference in the numerical values of two 
estimates. The paper also discusses the comparison between these 
estimators. 
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1. Introduction 

Let 1 be the unknown total of a characteristic of interest for apopulatioo 
of size N. Consider a probability sampling design d with rei'S and reij's as the 

rust-order and second-order inclusion probabilities. respectively. The 
Horvitz-Thompson estimator of the population total 1 is 

1'\ Yi 
1HT == L -, (1) 

re·i e s I 

where s denotes the sample of size n, Sd is the support of the design d and 
the y/s are the values of the characteristic of interest For the ~ 
V (~IIT) of ~lIT' the Horvitz-Thompson estimator is given by 

(2) 
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and the Sen-Yates-Grundy estimator is given by 

(3) 

2. Issues 

A study is planned to find out the number of left-handed students in eight 
elementary schools of a town (Example 7.1, page 202, Hedayat aDd Sinha [2n. 
The complete list of the left-handed students in aU the schools is not readily 
available hut the prior infonnation on the number of registered students in each 
school is available from the school district office. Three schools (1, 3,7) are 
selected in the sample using the probability sampling design given in 
Table 1. Information on the numbers of left-banded students are collected for 
the schools 1, 3 and 7. 

Table 1. The probability sampling design 

Sample(s) 
1,2,4 
2,3,5 
3,4,6 
4,5,7 
1,5,6 
2,6,7 
1,3,7 
1,2,8 
3,4,8 
5,6,8 
278 

Probabilit P s 
0,05 
0.07 
0.08 
0.10 
0.15 
0.15 
0.20 
0.05 
0.05 
0.05 
0,05 

Table 2 presents the numbers of registered students in all schools and 
the first-order inclusion probabilities for schools under the probability sampling 
design given in Table 1. In fact. it can be seen that 

Xi X·I 
1tj;: 3-8- (4)

1,000 
LXi 

i = I 

where Xi is the number of registered students for the i-th school. Note that 
8 

L Xi = 3,000 
i = 1 
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Table 2. The number of ~gistered students and the fIrSt-order 
inclusion probabilities 111's, i = I•..., 8 

School number, i 

2 

3 

4 

5 

6 

7 

8 

Numberof~gistered 
students, xi 

450 

370 

400 

280 

370 

430 

SOO 
200 

~ 

0.45 

0.37 

0.40 

0.28 

0.37 

0.43 

0.50 

0.20 

Table 3 presents the numbers of students as well as the numbers of 
left-banders for the scbools selected in the sample. 

Table 3. The number of left-handers and the numbers of students in schools 1,3 and 7 

Schools Number of students Number of left-banders 
Xj Yi 

450 10 

3 400 4 

7 SOO 2 

The Horvitz-Thompson estimate of the total number of left-banded students 
in eigbt elementary scbools is by using (1) 

A 10 4 2 
THT = 0.45 + 0.40 + 0.50 = 36.22 ... 36 

Table 4 presents the second order inclusion probabilities ~/s, ij= 1,3, 

7, i <j, under the probability sampling design given in Table 1. 

Table 4. Second order inclusion probabilities, 7tjj'S, i,j = t, 3, 7, i <j 

j 

3 0.20 

7 0.20 

3 7 0.20 

The numerical values of variances, standard errors of ~Ill' by two methods . 

and their ratios are given in Table 5. 

-- ....~... - ...-----...--­ -----------.~.~.~.-...-­
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Table 5. Variances, standard errors and their ratios for estimated 
total number of left-handed students 

HT SYG Ratio - lIT/SYG 

Estimated Variance . 361.83 26.57 13.62 

Standard Error 19.02 5.15 3.69 

We observe that SEa,. GlIT) is 3.69 times larger than SESYG GlIT) and 

V~ (rlIT) is 13.62 times larger than VSYG (rlIT)' Smaller the numerical value 

of V (~lIT) is better ill terms of the closeness of ~lIT to 1. The numerical values 
" " of VlIT (~HT) and V SYG (rlIT) are so different that it is impossible to make any 

sensible interpretation of our fmdings. 

Consider now the infonnation given in Table 6 on the numbers of boys 
and girls as well as the numbers of left-banded boys and girls are available 
for the selected scbools 1, 3 and 7. The problem is now to estimate the total 
numbers of left-banded boys and girls in the eigbt schools. 

Table 6. Number of boys and girls and numbers of left-handed boys and girls in 
selected schools I, 3 and 7 

Schools 

Number of Students 

Boys Girls 

Number of Left-handers 

Boys Girls 

1 

3 

7 

300 

200 

300 

150 

200 

200 

4 

3 

2 

6 

1 

0 

The Horvitz-Thompson estimate of the total number of left-handed boys 
and girls in eight schools are 

"B 4 3 2 
THT = 0.45 + 0.40 + 0.50 = 20.39 "" 20 

"G 6 1 0 
1HT = 0.45 + 0.40 + 0.50 = 15.83 "" 16 

respectively. In Table 7, we observe that SEm (~ ) is 5.66 times of 

SESYG (~ ) and VHT (~ ) is 32.08 times of VSYG (~ ) In Table 8, 

SEa,. (~~ ) is 3.21 times of SESYG (~ ) and VlIT (~~ ) is 10.32 times of 

VSYG (~~ ) Again, the discrepancies in the numerical values of VlIT and 



347 VARIANCE ESllMATORS: ISSUESIN FINITE POPULA170N SAMPUNG 

VSYG' for both ~ and ~, make it hard for a meaningful interpretation of 
our fmdings. 

Table 7. Variances., standard eITOrs and their ratios for estimated 
total number of left-handed boys 

HT SYO Ratio - HT/SYO 

Estimated Yariance 89.65 2.79 32.08 

Standard Error 9.47 1.67 5.66 

Table 8. Variances, standard errors and their ratios for estimated 
total number of left-handed girls 

HT SYO Ratio - HT/SYO 

Estimated Variance 108.19 10.49 10.32 

Standard Error 10.40 3.24 3.21 

3. HT vs SYG Estimators 
1\ 1\ 

Which one of V HT GHT) and V SYG (~HT) is more reliable? It is known 

that both are equal for the simple random sampling without replacement design 
and stratified simple random sampling design (Rematk 2.8.4, page 47, SiirndaI, 
Swensson and Wretman [5]). For general probability sampling designs, there 
is no defmitive result on ~liability. Rao CWd Singh [4] gave empirical evidence 
on overall superiority of VSYG (1HT) over V HT GHT) for the Brewer's probability 

sampling design with the sample size two. Considering five artificial populations 
and 34 natural population~ that are known" Rao and Singh [4] observed that 
the gains in efficiency of V SYG GHT) over V)IT (~HT) are enormous for several 

of the populations. For the populations with VSYG (~HT) less efficient, the losses 

in efficiency are ~I. There is i~d another criterion of non-negative 
numerical values of VHT GHT) and VSYG (1HT)' The overall performance of 
1\ 1\ 

VSYG (~HT) is much better than V)IT GHT) under the non-negativity criterion. 

Rao and Singh [4] proved that V HT GHT) is the unique "hyper-admissible" 

estimator in a wide class of unbiased estimators of vGHT). But this strength 
1\ 

of VHT (~HT) has been interpreted as the evidence on the weakness of the 

"hyer-admissibility" criterion. 

----------_ ... _-_...._._.­ .- •...~ 
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4. Discllssions 

In the example given in Section 2. the D1unerical values of VKf GKf) are 

strikingly different from the numerical values of VSYG GKf)' Considering the 
A A A A 

fact that VKf\1Kf) and VSyG \1Kf) are estimators of the same quantity 

V GKf> and yet we just cannot discard ooe over the other, we face an 

embarrassing reality of the statistical world. We have not gone to an extreme 
like Professor D. Basu (Basu [l)) for creating the embarrassment of the dreus 
statistician in bis . famous elephant example. 
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