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Classification of Observations Using Distances
in Oblique Axes System
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SUMMARY

An alternative method of classification based on squares of distances
between points comesponding to observation vectors using oblique
co-ordinate system has been discussed.
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1. Introduction

The problem of classification in multivariate situation is to devise a e
satisfying cerfain optimum conditions to place a given observation vector in
one of two or more populations from each of which a sample of observation
vectors is available. Given two p-variate populations each with variables
(x, %5, ...,xp), Fisher [1] proposed X/ x, as a Discriminant function when

I’s are so obtained as to maximise
(2 li Xi)zllz li lk Sik

where S, is the pooled co-variance of the i-th and k-th variables obtained from
the samples of the two populations, S, being the pooled variance of the i-th
variable (i = 1,2,...,p).

No physical meaning can in general be associated with the linear function
L = ZIx, or its square used in Fisher’s method. Hence, when LY var (L) is

maximised to obtain !’s, it is not clear what exactly is being maximised and
why such maximisation need lead to any optimal discriminator. The function,
however, has the advantage that it is mathematically tractable for its use to
evolve tests provided the assumptions of p-variate normality with equal
dispersion matrices of the populations hold as Rao has shown in a series of
papers (Rao [2], [3], [4]). These assumptions restrict very much applicability
of the function in real life problems. As such it is desirable to evolve procedures
having wider scope of applicability even sacrificing on idealisation.
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There is also a method known as Bayes procedure which gives a rule
for placing a given observation vector into one of two populations such that
the cost of misclassification is minimum. This method has, however, the
difficulty of determining the cost of misclassification which involves subjectivity
and depends on the purpose of investigation and the participating variables.

In the present paper we use an alternative method of classification based
on squares of distances between points corresponding to observation vectors
using oblique co-ordinate system. As such it has a direct appeal as a
discriminator for classification. The method actually uses quadratic forms which
are the squares of distances between points in oblique system. Actually, such
quadratic forms are natural extension of what may be called distance square,
that is, (x —m)’ in univariate case. Fisher's discriminant function is really not
linear as a function of observations. It is also a quadratic form in x’s as
X I x, becomes actually so when the values of /’s as functions of x;’s are

obtained as indicated earlier and substituted in X/ x.

2. Method

Let (x,, X,,, -+ .xlp) and (x,;, X,,, ...x2p) denote two p-variate observation
vectors and d, = x;;-x, (i = 1,2,...p). Treating these two observation
vectors as the co-ordinates of two points in a p-dimensional space with oblique
axes where w, is the angle between the i-th and k-th axes
(i=k = 1,2,...p), the square of the distance between the two points is given
by D* = £ d}+2XEd, d, cos (wy).

1

As the position of a point corresponding to an observation vector depends
on the scale of measurements and the weights to be associated with the
individual variables for some purpose we can associate with the variables
relative weight values, say, I's to have a generalised presentation of the
co-ordinates of points. Thus, linking, in general, of an observation vector to
a point in geometrical spaces is more appropriately provided by
d, x4 Xy eees lp xp) so that when an observation vector remains the same its
position in space may differ depending on the i-values associated with them,
Accordingly, in general,

D? = 2d} + 22X 4 d; dy cos (wy)

The weight factors also called compounding values by Rao can be chosen
suitably or these can aiso be obtained so as to satisfy certain optimising
conditions as will be done here.



CLASSIFICATION OF OBSERVATIONS USING DISTANCES 381

Though the angles, w, have wide choices we propose to link them with
the data under investigation by taking cos (w,) = r,, the correlation coefficient
between the i-th and k-th variables.

While dealing with correlated variables this way of linking the angles to
data is more appropriate. For example, if for some i and k, r, = 1, the

corresponding w, = 0. This means one dimension gets reduced as it should

be. This type of dimension reduction is not possible when working with other
axes system. Using such linking,

| D? = X2 &2+ 2 XZ4 4 d; dy 1y
2.1 Mean Distance Squares from a Sample of Observation Vectors

Let (x;,, X5, - X;,) denote the i-th of n observation vectors from a sample
of p-variate observations and (X1 X5 e x'p) denote the vector of means of the
variates. Let further d; = x, -x,, (i = 1,2,..m;k = 1,2,...p)

Let Di’k denote the square of the distance between the points corresponding

to the i-th and k-th observation vectors in the sample (i = k = 1,2,...m). It
can be shown easily that the average of all such distance squares corresponding
to all such possible pairs of the n observation vectors comes out as

D% = B2 ST+ 2R L Sy

where Si2 is the mean squares of the i-th variate and S, is the mean S.P. of
the i-th and k-th variates (i = k = 1,2, ...p).
This is also equal to the average of the n-1 independent distance squares

between the points of each observation vector and the mean vector point. Here,
1, is obtained from S, /(S S,).

2.2 Between Samples Distance Squares for Two Samples

Let (X}, X9 <o xip), (i=12..,n) and G700 ykp),
k = 1,2,...,n,) be the observation vectors from two samples of sizes n, and
n, from two p-variate populations. Let further (x,,X,, .., x'p) and
O g y_p) be the mean vectors for the two samples and
P, =x,-y,li=12..p).

The square of distance between the points corresponding to the two mean
vectors is

D} = X p] + 2 XX p; by py Ty
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The within sample pooled mean distance squares is
D = LR R}+ 233 4 Ry Iy
where R’ is the pooled M.S. of the i-th variate over the two samples and R,

is the pooled S.P. of the i-th and k-th variates from the two samples and r,

is the correlation coefficient obtained from the pooled M.S. and pooled mean
S.P. of the i-th and k-th variates, That is,

Iy = Ry/Ri Ry

2.3 Estimation of Weight Factors
Using D} and D} we propose to use the function

2 2
L = DYD?,

to obtain a discriminator when the weight factors L’s in it are so obtained as
to make the ratio L maximum. Estimates of weight factors are functions of
variances and co-variances of the individual variates.

Differentiating log(L) partially with respect to J’s and equating the
differential to zero we get

/L = A/B = kg, a constant 3.1
where A=Lpi+E hpipery andB = LRI+ 5 L Ry 1y
The equation at {3.1) can be written as
LT -koRD+Eh (P —koRy)ry = 0 (3.2
i=12..p
or Pl=kRI (=041 ...lp)

As these are p homogeneous equations we can get non-trivial solutions
of L’s by taking k, as a solution of the following determinantal equations in

ke |
IP-kyR | = 0 where the matrices P and R are as below: (3.3)



CLASSIFICATION OF OBSERVATIONS USING DISTANCES 383

2
P PPz -P1PpTyp
2
plpprlp pzpprzp...pp
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{ p2
Ry Rizrg Rty

R FUseresseRr AR NSRRI OB G A REE S RO LN
sxsuses

2
\Rlprlp Rzpfzp "‘Rp

Equation (3.2) can now be written as

(P-kyR)! = Owhere vector /' = (I}, 1, ..., ;) 3.4

Equations (3.4) can also be written as
(PR ' -k 1)1 =0 (3.5
or (PR -k, DI =0 (3.6)

From (3.5) it is seen that the solutions for k, are the eigen values of
PR™'. As k; = 1/L the divergence between D} and D} is maximum for the

minimum eigen value of PR™', This minimum eigen value is to be used for
k, in (3.6). To get unique solutions for L's the restriction LZ = 1 is taken.

2.4 Classification

To place an observation vector (z,z,, ...zp) into one of the two
populations the following are obtained

58 i+ 255 ik Gy e T
m D2
w
wherem = 1,2, q; = z;-x andqy = 2-y,
and I’s are the solutions of (3.6) (i = 1,2,..p)

If L, <L, then the conclusion is that the observation vector under test
belongs to the population with mean vector (X , X ,, ... x_P), otherwise it belongs

to the other population. In other words the observation vector belongs to that
population whose mean vector is nearer to the observation vector in distance.

The functions L, L, and L’s are evidently free from units of measurement
of the variate values.
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3. Classification into One of Several Populations

This technique gets immediately generalised to the case of, say, N
populations. In this case Df” is the pooled average distance squares within the

samples based on pooled M.S., Riz of the i-th variate and R, pooled mean
S.P. of the i-th and k-th variates. Dﬁ is similarly the average distance squares
of all possible pairs of the mean vector points of the N samples. Actually,

where P.2 is the mean squares of the sample means of the i-th variate and P
is the mean S.P. of the means of the i-th and k-th variates.

Taking L = Dzb/Di and maximising it with respect to I’s we get as earlier
the solutions for [’s.

Next, the distance square of a point of a given observation vector
(z),2,, -0 zp) from that of each of the points of the N mean vectors is obtained.

The observation vector belongs to that population whose mean vector point
has the least distance from the observation vector point.

4. Discussion

Fisher also maximised L = D¥D? to get I’s except that in both
denominator and numerator of L each r, has been taken as unity as he used

rectangular axes system. As such concept of distance among the points does
not hold appropriately in that method.
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