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SUMMARY 
This paper discusses the asymptotic relative efficiency of a family of 

test statistics Tr• which include some of the well-known statistics, against 
the two-state Markov Chain alternative. Where a uniquely optimal statistic 
does not appear to exist. a relatively optimal statistic has been evaluated 
by considering the asymptotic relative efficiency of the statistics with respect 
to the preceding ones and choosing that statistic after which the relative 
gain in the efficiency is not significant. that is, not more than 5 percent 
The statistics T7 and Tnl5 emerge as the preferable ones but T7 has a slight 
edge over Tnl5 in view of its higher efficiency as also greater convenience 
in its computation. 
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1. Introduction 

Researcb work on complex Markov chains was started by the author way 
back in 1951, and he had evolved a test statistic based on the differences 
between adjacent and alternate observations for testing the randomness of a 
sequence of observations, (Singb [7)). When be endeavoured to enlarge the 
work by conSidering a number of test statistics based on the differences between 
the observations separated by more than one observation, be had to work out 
a large number of possible configurations for the differences and their 
frequencies. At that time, Dr. P.V. Sukbatme suggested about his paper [11] 
which proved to be of great help. 

Now for testing the randomness of a sequence of n observations, Iyer 
and Singb [3] had considered T-statistics which, unlike many other statistics, 
have the advantage of being based on the differences between observations 
separated by a specified number of observations or less. Thus if r observations 
are taken sucb that any two of them are not separated by more than (r - 2) 
observations, the statistic Tr is obtained as indicated in Section 2. Some of 
the well-known statistics have been sbown to be the particular cases of the 
T -statistics. 
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The normality, consistency, power and efficiency of the T- statistics for 
certain cases of large samples had been considered by Iyer and Singh [3] and 
Singh [10]. Besides, Singh [8] had made a comparative study of the empirical 
powers of some of the statistics including T-statistics against normal translation 
and dispersion alternatives in case of small and large samples. 

The object of this paper is to discuss the asymptotic relative efficiencies 
of T -statistics against two-state markov chain alternative which is of great 
practical importance. Where a uniquely optimal statistics does not appear to 
exist, a relatively optimal statistic: has been evaluated by considering the 
asymptotic relative efficiency of the- statistic with respect to the preceding ones 
and choosing that statistic after which the relative gain in the efficiency is not 
significant, that is, not more than 5 percent. In fact these investigations have 
shown the behaviour of the test statistics for varying values of r from 2 to 
n (and not merely for r = 2 and n as is often done), thereby exploring the 
possibility of having more efficient statistics for intermediate values of r 
(between 2 and n) for this alternative. 

2. Definitions of Statistics 

Let Yl' Y2'" Yn be a sequence of n observations which can assume any 
of two values (or characters) A and B, y(ij) denote the transition or join between 
the i-th and j-th observations and 

y (ij) = 1 if Yi is A and Yj is B so that the transition AB is obtained 

= 0 otherwise (1) 

TIle statistic Tr is then defined as 

Tr = L Ly(ij) (2) 
1:S; i<j:S; n 
(j-i)S(r-\) 

When r = 2, we get T 2 which is the same as the joins test. 

If r = nl2 and only the differences between the observations separated 

by exactly ( ~ - 2 Jobservations, are considered, one can extend Cox - Stuart 

unwighted sign test S2 (1) as 

nl2 

S2 = L y (i, n/2 + i) (3) 
i = 1 
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As mentioned by Iyer and Singb [3J, the general expressions for the mean 
and variance of Tr hold good only so long as r S (012 + 1). When 
r> (012 + 1) we put r == n - R and get the statistic Tn_ R as 

Tn - R = L L y(ij) (4) 

ISkjSn 
(j-i)S(n-R-I) 

When r - n so that R - 0, we get 

Tn "" L L y(ij) (5) 

1 $j<jSn 

In case all the observations of the sequence are different, Kendall's statistic 
1 is given in tenns of Tn by the relation 

4Tn 
(6)

1 == n (n -1) 1 

If R = tand only the differences between the observations separated by 

exactly (n - I - 2) or [;n - 2 ) observations are considered, Cox-Stuart's 

unweigbted sign test S3(1) is extended as 

nl3 

S3 = L y (i, ~ n + i) (7) 

i = 1 

3. Expectation of 1M Statistics for Two-State Markov Chain 

Let a two-state (A, B) Markov chain be defined by the conditional 
probability matrix 

(8) 

wbere PI and P2 are the conditional probabilities for the i-tb observation to 
be in state A when the (i-l)-th observation is in A or B respectively. That 
is, 

P j (Ni -1, A) = PI Qi (B/i -1, A) ql 


Pj (Ni - 1, B) = P2 Qi (B/i - 1, B) = q2 (9) 


Now the probability for getting an AB transition Ai Bj between the i-tb 

and j-th observations (i < j) can be obtained by considering the conditional 

----_....... _------­
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probability Pj (B/i. A) for the j-th observation to be B when the i-th is A, 
apd the probability Pi (A) that the i-th observation is A. The asymptotic values 
of these probabilities have been found (2) to be 

Pj (B/i, A) =qi (1- &-i),l - 8 (10) 

Pz
and (11)Pi (A) = 1-8 

where 8 = PI -Pz 

Multiplying (10) and (11) we get the probability for an AB transition between 
the i-th and· j-th observations (i < j) as 

Pzql (1_&-i) (12)
(1-8)2 

Consider 8 as the parameter of the Markov chain so that when 
8 = 0 we get the random binomial sequence with complementary probabilities 
PI and ql in the null case. 

To evaluate the expectation of Tr in the genera) case. rewrite (2) as 

Tr = Y1 +Y2 +"'+Yr- 1 

where = y(12)+y(23)+y(34)+ ... +y(n-l,n)Y1 


Y2 = y(13) + y(24) + ... +y(n-2,n) 


(13) 

Yb - I = y(l,b)+y(2,h+1)+ ...+y(n-b+l,n) 

Y - = y(l.r)+y(2,r+1)+ ...... +y(n-r+l.n)r I 

where y(ij) assumes value 1 if the transition is AB and zero otherwise. 

Hence the expectation for any Y h-l is 

E(Yh _ l ) = EY(I,b)+EY(2.b+1)+ ... +EY(n-h+l,n) 

n-h+l 
=L Pzql2, (i_oh-l) from (12) 

I (1 - 8) 

= (n - b+ 1) P2 qi (1 _ Oh - 1) (14)
(1- 0)2 

..-._.__ .... --------------------- ­
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Hence 
P2ql

E (T~ = E (Y I) = (n -1) 1 _ '0 (15) 

E(T3) = E(Y1 +Y2) 

= (n ­ 1) ~_~ + (n ­ 2) ~_q~ (1 + '0) (16) 

I} P2 qlE(Tr)= 2: (r-l)(2o-r) 1-'0{ 

I}P2Ql '0+ -(r-l)(2o-r)-(n-1) - ­{ 2 1-'0 

2 
+{1 (r _ 1)(20 _ r) _ (n _ 1) _ (n _ 2)} P2 ql '0 

2 1-'0 

P2 Ql Sr-2 
+ ......+ (n - r + 1) 1 _ '0 

:: (1 (r-l)(2o-r) )P2 ql +{1(r-l)(2o-r>-(0-1)} P2 ql '0 (17)
2 1-8 2 1-'0 

assuming that '0' and other bigher powers of '0 are negligible. 

The expression (17) however holds good only so long as r::;; (~+ 1). For 

r ~ (~+ 1) we have the expectation for Tn.R from (4) and (12) as 

1 P2 q)
E(Tn _ R) = i(n-R-l)(n+R) 1-'0 

) } P2 ql S+ -(n-R-l)(n+R)-(o:...l) - ­{ 2 1-8 

{I}
2 

P2 ql '0+ - (n - R - 1) (0 + R) - (n - 1) - (0 - 2)
2 1-'0 

+................................... . 

'On-R-2 

+ (R + 1) P2 q) 1 _ 8 • (18) 

-. ~--.. --------------­
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where R - 0 and n is large, the expression (18) reduces to 

n (n -1) P2 ql (n-l)112 ql 

E (Tn) == 2 (l - or - (1 - 0)'3 (19) 


which agrees with that given by Iyer and Ray [2]. 


If 02 and other higher powers of 0 are omitted, we get from (18) 


+ {!(n -R -1)(n+ R)-(n -I)} P2 ql 0 (20)
2 	 . 1-0 

It may be added here that Singh [9] has shown that the di.stribution of any 
Tr would asymptoticaUy tend to the nonna] form in the case of this Markov 
chain alternative. 

4. Asymptotic Relative EffiCiency 

For evaluating the asymptotic relative efficiencies of various statistics, 
utilize the following result by Noether [5) who had generalized the work of 
Pitman [6). 

Let E and (J denote the rrean and standard deviation for any statistic t 
Also, let 

(21) 

be the sequence 	of alternatives considered and for e = eo 

dE ~E am-IE amE 
de = de2 = ......... ::: dem -1 =O. dam > 0 (22) 


Furthennore, let [ (!. E (9) ). =0, 0(90) ] ~ Cn"' (23) 

Then the asymptotic relative efficiency (A.R.E.) of a statistic tl with respect 
to another statistic ~ is given by 

~ ..L 
A (t l , t2) = Lt - = (C}'<;)mll 


n -';00 nl 

1 
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m5 

0'2 (90) 
(24)= Lt .[am~m(9) I 

de .9=9 
0 

Wben m - 1 and 0 = i, we get the Pitman's result from (24). 

For all the T-statistics we find that m - I. Hence [or considering their 
E/2 

A.R.E.• evaluate the expression E'la or more conveniently. V = • say, where 

V stands for the variance and • for the efficacy for P2 = % = i· 
Putting P = ql = i in (17) and differentiating with respect to 0 we getl 

-:l { 	 } .!.(r--l)(2n-r)-(n-l)vE I 	 1 2 
as(Tr)= '2(r-l)(2n-r) 4(1-of +-=----4-..,.(-1--0:::-")-­

+{.!.(r-l)(20-r>-<n-l}} 0 
2 4(1 -sf 

+ other terms involving 'Ol and other bigher powers of '0 

or E/(T) = [aE(Tr)1 =!(r-l)(2n-r)+!(r-l)(2n-r)-(n-l) 
r ao = 0 	 8 8 4 

1 (n-1)= -(r-l)(2n-r)--- (25)
4 4 

_ n (2r- 3) 
= 4 

Also. io the oull case PI (or Pl ) - ql =i and we have from Iyer and Singb [3] 

V(T) :::: n(r-l} (26) 
r - 16 

• (T) = E'l (Tr) = 02 (2r - 3f 16 :::: 0 (2r - 3)2 (27)Hence r V (Tr) 16' n (r -1) - r - 1 
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In particular, when r - 2, we get for T2 or joins test 

• (T2) ;: n (28) 

Where r - 3, we have for T3 

9 
• (T3) ;: '2° (29) 

which is more than that for the jOins test. 

Similarly for Tr _I 

'" (T ) = n (2r - 5f (30)
"I" r-l - r- 2 

Since m - 1 and 0 = t for both Tr and T r-1' the A.R.E. of Tr with respect 

to Tr_1 is found from (27) and (30) as 

A(TT )="'(T)I"'(T )=(r-2)(2r-3)2 (31) 
C' r - I "I" r "I" r - 1 - (r _ 1)(2r _ 5)2 

It can be easily seen that the ratio (31) would technically be always greater 
than 1 for alJ r ~ 3. But as Table 1 shows, this ratio starts with a maximum 
at r - 3, falls rapidly and then gradually tapers off to the limiting value of 
1. This implies that any Tr is technically more efficient than the preceding 
ones or the efficiency increases as r increases but the actual gain in efficiency 
is not significant after a certain stage, say, after r = 7 where the relative gain 
is less than 5 percent That is to say, the statistic T 7 can be taken to be a 
reasonably optimum statistic in this case. 

Table I: Values of A (Tr, Tr-I) for varying r 

r 3 4 5 6 7 8 9 10 

1.85 1.47 1.32 1.24 1.20 1.16 1.14 

It had been assumed earlier that r takes the values like 2, 3, 4... etc in 
absolute tenns. If, however, r is expressed as a sub-multiple of n, say 
r = oIf where .f~ 2, we get 

E' (T ) = n 
2 

(2f - 1) (32)
nJf - 4f 

3 n
and v (Tnlf) == 7 (33)

24 
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'" (T ):::: 3D (2f - 1)2Hence (34)
'I' n1f- 2f 

Iff - 2. we get +(Toll) = 2:n (35) 

Iff - 3, we get +(Tnl3) = 225n 
(36) 

which is much more than the expression (35) for T n/2' 

In fact, the expression (34) increases as f increases but no extremum seems 
to exist. Hence. evaluate a relatively optimum statistic by considering the 
asymptotic relative efficiency of TnI(f + 1) with respect to Tnlr For this purpose 
we have from (34) 

+(T " _ 3n [ 2 (f+ 1)2 - 1 ]2 (37)n1(f+ly= 2(f+1) 

Since for both the statistics TnI(f+l) and Tntr m - 1 and 0 = t. we get 

. f+ 1 
A (TnI(f+ 1)' Tnlf) = -f- (38) 

In can be seen from Table 2 that, as in the previous case, the expression 
(38) is always greater than 1 but starting from a maximum of 1.5 for f - 2, 
it tapers off to the limiting value of 1. If, however, we consider the relative 
gain in the efficiency of TnI(f+l)to be more than 5 percent (and less than 5 
per cent afterwards) as compared to Tnlf' then we get f - 4 from (38). That 
is to say. T nlS can be considered to be a reasonably optimal statistic in this 
case. 

Table 2: Values of A (TnI(f + 1). Tnle) for varying f 

f 2 3 4 5 6 7 

1.50 1.33 1.25 1.20 1.17 1.14 

It may be recalled that the statistic T7 was found to be relatively optimum 
from Table 1 when assumed the integral values 2. 3, 4 ... etc. in absolute terms. 
Hence to compare the efficiencies of T7 and TnlS we note from (26) and (34) 
(by putting f -4 in the light of (38) and the subsequent para) that 

(39) 
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(40)and 

The expression (39) is slightly greater than (40). Hence it follows that 
T7 has a slight edge over T nlS in view of its bigber efficiency as also greater 
convenience in its computation. 

If, however, Cox~Stuarfs statistic S2 is considered. we get from (3) and 
(12) 

E (S ) = !!.. P2 ql . (l-Snl2) 
2 	 2 (l-oi 

n P2ql 
(41)== "2' {1 0)2 

After differentiating (41) with respect to 0 and putting P2 = ql =i and 

o=0, we have 

E' (S2) =% (42) 

n
Also V (S2) =8 	 (43) 

n
Hence cp(S~ == "2 	 (44) 

which is much less than the efficacies for tbe earlier T ~ statistics. 

As stated earlier. the above results would hold good only so long as 

r:S; ( ~+ 1 ) For r> ( ~+ 1 ) we have from (18) 

[:~ (Tn - R) 1E'(Tn _ R) = =0 

== 4'1 {(n - R - 1)(0 + R) - (n - 1) f 

(45) 

Also 	in the null case PI (or P2) = ql =i and 

. __..__......_------------- ­

I 
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n}V (T - R) =.: '61{14'(n-R-l)(n-R-2)(n+2R)-i(n-l)(n-2)n 

(46) 

Hence for 	Tn-Il we fmd from (45) and (46) that 

n4 48 
• (Tn - R) = 16.-;;r =.: 3n 	 (47) 

It would be seen that the efficacy (47) is free from R which implies that. 

for all r> ( ~ + 1 ) the efficacy assumes the same value of 3n. That is to say. 

for r > ( ~ + 1 ) all the statistics including Tn are equally efficient. It would 

be further seen that any Tr excepting T2• would be more efficient than any 
Tn_ll· 

If Cox-Stuart's statistics S3 is considered, we get from (7) and (12) 

E (S ) =!! P2 ql (1 - o~ 	 (48) 
3 3 (I-or 

(49) 

Hence, as before, 

E' (S3) = 0/6 (50) 

V (S3) = 0/12 (51) 

and • (S3) o=.: 0/3 	 (52) 

It therefore follows that the efficacy of S3 is much less than that for any 
other T -statistics. 
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