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SUMMARY

Occasionally we are confronted with data arising from a repeated
measures experiment when the usual assumptions namely those of
homogeneity, symmetry and sphericity of the analysis of varfances arc not
satisfied. The nonparametric methods provide realistic allernative in analysis
of such data. A number of hypotheses for the analysis of multifuctor
repeated measurements of interest are hypothesis of no main effects, the
hypothesis of no interaction effects. Various formulations of these
hypotheses are discussed under several combination of assumption
concerning the joint distribution of the components of the observations
vector. The problem is greatly simplificd when it is possible to use the
tools of muitivariate analysis of variance instead of univariate analysis of
variance. The nonparametric univariate and multivariate techniques are
discussed based on ranks. The objectives of the study are to cxecute
particular aspects of the analysis of three factor repeated measures data
and its utility and practicability arc also demonstrated by a numerical
example.

Keywords: Direct sum, Dircct product, Kronecker product, Symmetry
and sphericity, Univariate analysis, Multivariate analysis.

1. Introduction

The repeated measures design is a powerful experimental procedure for
studying the evolution of a response measures and which have received a great
deal of attention in agricultural, biological, psychological and pre-clinical
research (see, Rahman [16], Madsen [12], Lana and Lubin [10], Islam [6], {7D.
Neveriheless, the need for developing theoretical nonparametric test without
an explicit assumption of normality for error distribution has bheen recognized
for quite some time in literature. Several nonparametric tests (see, Friedman
[5], Kruskal and Wallis [9]; Bhapker [1] and Puri [14] are available for the
analysis of such data. Koch and Sen [R] analysed a mixed model without
interaction and one observation per cell using the method or ranking. Rai and
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Rao [17] have developed statistics from ranked data as a nonparametric
alternative for the analysis of data from groups of experiments. Their methods
made use of the assumption of normality of rank sums and is applicable only
when the number of replications per treatment was four or more. Prabhakaran
and Jhon [13] extended the well known Friedman’s two way analysis of variance
for rank data collected from groups of experiments where the ordinary analysis
of variance could not validly be applicd. However, for the analysis of
multivariate experimental data under the assumption of muiltivariatc normal
distribution of random error, no single multivariate analysis of variance test
is unequally optimal, and no definite consensus seems to have been reached
as to which of several MANOVA test should be used (see, Lee [11]). Discarding
the stringent assumption of normality some nonparametric tests have been
developed for the multivariate problem (see, Bhapker [2], Suguria [18]).

In this paper we proposed nonparametric univariate and multivariate testing
procedures based on ranks that can be applied for the tests of different effects
of multifactor repeated measures data. The proposed univariate test statistics
for testing the null hypothesis of different main effects and interaction effects
are discussed on the basis of Friedman [5] and Chatierjee and Sen [3] which
represent a multivariate version of the Kruskal and Wallis [9] test. The
nonparamettic multivariate test statistics for testing the different effects are
discussed on the basis of David and Mckean [4]. The example is represeniative
of a situation in which some of the standard assumptions regarding normality
and variance homogeneity are not held. In this paper, certain aspects of the
efficient computation of the test criteria are indicated.

2. Nonparameiric Analysis

2.1 Univariate Analysis

Let X§g"3 denotes the response of the ith individual in the gth group along
the tth treatment at the pth occasion where i = 1, 2, ..., n; g = 1,2, ...,
Git=1,2 .., Tand p =1, 2, ..., P. Since there are N subjects in all,

G T
we have the relation N = Z z n_. The parametric analysis and different
2t
g=1 t=1]

test statistics for testing the different effects of such data are given in Islam

[61.

The nonparametric {est statistics are constructed under the following
conditions:

(a) A certain null hypothesis must be specified.
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(b) If the distribution of certain quadratic form of the ranks is to be
approximately a central y’-distribution, then the sample size must be
sufficiently large.

(c) If the null hypothesis is true, the model is no longer valid. But the
“partition of y’-distribution technique” makes it valid if the partition
may tends to “Jeopardize xz-approximation” for all of the components.

The proposed univariate test statistics for testing the null hypothesis of
different main effects and interaction effects are discussed on the basis of
Friedman [5] and Chatterjee and Sen [3] which represent a maltivariate version
of the Kruskal and Wallis [9] test.

Let
R = [Rank of X} in the set { X}, ... XDy )]
The number of X, The number of X%,
RP = 1+ g 112 , e
s which is less than X ot equal to x}gt

for i'g'tv=igtalso i, i’ #=12,..,n

g. g #=12..G

t,t==12..,T
p,p#=12..,P
Then the average rank
RO _
R.;t = 2 ngt
N NN+D
implies E n Rg£ 2

The test statistic for the null hypothesis of group effect can be given as

G
N-1 = N+1 ., 1= N+1.
LN(group)z( N }an(k.g.." ) JIZN [R‘g..'— ) J]
-3

=1

jis Px1 vector of ones.

where

y =¥ =3 ®szPWhiCh implics

N GP xGP GxG
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-1
z Z Z ;@ denotes the Kronecker product, E
GxG PxP GxG

a nonsingular matrix over group G and Z is a nonsingular matrix over
PxP

occasion P.

Thus

l"lg )
N-1 = N+1.
LN(group)=[ N ]Z"g [R.g..—' ) J]
i

R A N )

For large sample Lntgrou) has approximately a x‘-distribmion with P(G-1)
degrees of freedom.

The test statistic for the null hypothesis of treatment elfects can be given

as
N-1) v [0 (v o
L (weatment) = [ > ]Z [Uig.—1/2 (T+1)] . @ szp]
t=1
[Ug-12 r+ 1) ]
where
T
X}Q = Z X("l and U(p) X(”) 12 (T+1)
t=1

and U, is the sum of the rank Ui(g) and z is a nonsingular matrix over
g Tx T

treatment T.

D>
X3 %,

N

z ® Z which implies
TP x TP x T PxP

For large sample Ly ...y Das approximately a y*-distribution with
P(T-1) degrees of freedom.
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To test the null hypothesis of occasion effects, the test statistic can be
given as

"

Ly (occasion) = z Wné1
i 1

i

where
-1
W, = Tnglcl[cl 2 CI’} G T,
ng &
let Ul = ¢ X

where C, is any (P-1) XP matrix whose rows are linearly independent constant.

n

n
£
i ® 1 ) o)
Ty ==— 3, sigtandzn == ¥ Shsh
g =1

1

] llg P e M ;
P
and s& =3 Isiu (Xg -xe) )} [Rank of l X&) -x%) l in
p=1

) ®’) ®) (p)
{ ‘ Xigt _Xigt ! Xn&gt"’ Xnggl

!

The test statistic I_N(Ocmion) has approximately a xz—distribution with
GT(P-1) degrees of freedom.

The test statistic for the null hypothesis of no group X treatinent interaction
effects can be given as ‘

G T.

N1 — 1 ’
LN(gmupxtrcamwm} = ( N ]Z z [X.gl % (G+1)(T+l)}
e ‘

=1t=1

-1 -1 i
[2“0 ® ZT”][xgt«%(cH)(Tu)}

where

G

:
x@-% T

g=11t=1

For large samplé, Loy (group x treatmenty 1S approximately a - distribution with
P(G-1) (T-1) degrees of frecdom.
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To test the null hypothesis of no group X occasion interaction effects,
the test statistic can be given as

I.'l!1 T
Ly (group x occasion) — (N-1) Z 2 i, U'GP C’I

i=1t=1

-l -
[CI(ZGXG® ZP)(P]Cl :l ClUGP

Here
#r) = [Rank OF(X?;: -x )in all (Xigy — X g )]
and Ugp = sumof UZH

For large sample,
N (group x occasiony 1145 approximately a ¥ -distribution with T(G-1)(P-1)

degrees of freedom.

To fest the null hypothesis of no treatment x occasion intcraction effects, the
test statistic can be given as

T P

' — (¥xx) ~
’ s o 1
LN (treatment X occasion) (N-1) Z Z UT?C 1 z C lI Cl UTF’
t=1p=1

Here

0% = [Rank of ( X0 - x) )in all (xgg{ - X%, j]

a2 =% D)

an = = 1%}

T™x TP [ TxT PXP:l
then LN (treatment X occasion)

T P

~ -1 -1 ~

=(N-D 3 Y UpC) [Z ®3 C'x]CI Urp

TxT PxP
t=1 p=1

For large sample,

N (trestment x occasion) 1145 approximately a xz-distribution with G(T-1) (P-1)

degrees of freedom.

The test statistics for the null hypothesis of no group X treatment X occasion
interaction effects can be given as



NONPARAMETRIC ANALYSIS OF MEASUREMENTS EXPERIMENTS 87

LN {group X treatment X occasion)

G Ak -~
=(N-DY n, U CICG Y CJ'qU
g=1

where

sy

GxG

® ZTXT ®'Z

then LN (group X treatment X occasion)

G
= an{j*' [CI[Z
g=1

PxP

-1 -~
®ET><’I‘® Z?XP ]J Cl v

GxG
where
P
T — (1) (r) ; Py )
U = {Uigt“’ Uigt }Wl“l Uigt = 2 Uggt
p=1

For large sample,

LN (group X treatment X occasion)

(G-1) (T-1) (P-1) degrees of freedom.

. 2 4 . [ i
has approximately a y -distribution  with

2.2 Multivariate Analysis

Considering the general null hypothesis for multivariate model
H, (generat): Crx (G® T ) B{aeT xp Hpxi = 0against
Hy general): Crx (G@T)}BiGeTyxp Hpx1# 0

where

C matrix of rank r; where r< {G® T} and

X (G@T}:

H,, , : matrix of rank 1; where 1<p; ® denotes direct product.

Assuming the variance-covariance matrix z = Iyun® Z ‘where
. . PxpP

Z denotes the common variance covariance matrix and ® Kronecker
PxP

product. If Z is not known and ail column of X have the same scale,
. PxP
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then Davis and Mckean [4] suggested a nonparametric methods and the general
test statistic are as follows :

A A' ’ £ .'] A A’ ! - 1
~ = Trace [C (B, B')HI (CSyCY' IC B, B HI (H' Y HY ' 2.1
which has the x’-distribution with (rx 1) degrees of freedom.

Here f3_is a 1 xG row vector which contains the intercept parameter of the
model, [}1 is a G x P matrix containing partial regression coefficicnt.

Now C can be partitioned as

C, Gen = r x(_ +) C' 2T =1 41,1 > 1 (+) denotes the direct sum
where
1y is the rank of Cil <G matrix and
r, is the rank of C:"’ « T Matrix
Now

[C r G +) Cr., xT 1(r1 + X {GBT}

are used in (2.2.1) instead of C then

x{GBT})

ﬂwﬂamm%ﬂﬁwomaamqu
SNICL 1 0 €Ll Y1 (€ 6 4 ) (B, By )
H (yxn X DH™ (222)

which has the ¥*-distribution with (rx 1) degrees of freedom,

To test the null hypothesis of group effecte the test statistic Tgroup) S48
be calculated by selecting

_ 1 -

1 =10 .. 0 0 ?

l 0 1 -1 0 O P

Clr-nar = | T and iy =

0 0 0 =1yt T
.... P -
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then Neroup) has approximately a xz-distribmion with (G-1) degrees of freedom.

To test the null hypothesis of treatment effects, the test statistic
Neamenyy €3N be calculated by selecting

1

1 -1 0 0 O 11)

0 1 -1 0 O P
Coox=| I e

0 0 0 ..o1 1] i

_P..

then Nreatment) has approximately a xz-distributiou with (T-1) degrees of
freedom.

To test the null hypothesis of no group X treatment interaction effects,
the test statistic

M group x treatment) €3N be calculated by selecting
1 2
[ Cr1 xG <) Cr,_,xT ]

CG-nxai  Ogxr

O, xc | Ca-npxt

r+)x(GOT)

o=

and Hp, | =

o TS

[P b

Then ) group x treatment) has approximately xz-dislribution with (G-1) (T-1)
degrees of freedom.

To test the null hypothesis of occasion effect the test statistic
MNoceasiony €3N e calculated by selecting C and H as
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1 1 1
[Cl@Czhx{G@T):{ : }
| | {(GBTY({(G®T)Y ""{G®T} |, 5e1

and
1 -1 0 ... 0 O
01 -1 ...0 0
Hpyp-1 =
00 0 ... 1 -1}h oy
then M has approximately a xz-distribution with P-1 degrees of freedom.

(occasion)

To test the null hypothesis of no group X occasion interaction effects,
the test statistic

s can be calculated by sclecting

(group X occasion)

1 -1 0 ... 0 0O
0 1 -1 0 0
C%G-l)x(‘: =
0 0 0 1 -1 G- xG
and
1 -1 0 0 ¢
0 1 -1 0 0O

Hpyp-1 =
00 0 .1 <1} oy

Then (g,ou, x occasiony 135 apProximately a y-distribution with (G-1) (T-1)

degrees of freedom.
To test the null hypothesis of no treatment x occasion interaction effects,
the test statistic

. can be calculated by selecting

{treatment X occasion)
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1 -1 ¢ .0 0
6 1 -1 ...0 O
Cla-nxa = N
6 0 0 1 1 G- 1)xG
and
1 -1 0 .00
0 1 -1 ¢ 0
Hpyp_1p =
0 0 0 ... 1 -1 Px (P~ 1)
Then has approximately a xz-distributiou with (T-1)

(treatment X occasion}

(P-1) degrees of freedom.

To test the null hypothesis of no group % treatment X occasion interaction
effects, the test statistic

Ogroup x reatment x occasion) Al be caleulated by selecting

1
C(G ~-DxG
effects.

+) C%r_ 1y« and H as in the test of group X treatment interaction

Then the (group x treatment X occasion) has approximately a *dlsu71b1t110|1 with

(P-1X(G-1) (T-1) degrees of freedom.
3. Hiustrative Example

3.1  Datafrom Green Belt Project, 1993

The data was collected from an experiment of the “Green Belt Project,
1993 Jahangirnagar University, allowing three groups of “Mehogni” trees to
grow at similar rates on three different fertilizers (no fertilizer, DAP 100 gm,
N:P:K 100 gm). The groups (pH) region are characterized into agroclimate
condition (tropical to sub-tropical) having acid soil. The soil of the experimental
area was silty loams with a pH value 5.4, 5.5 and 5.6 respectively. The land
was prepared well and planted the Mehogani trees at a depth of 15 to 16 cin
with a plant to plant spacing 70 cm. 5 trees were randomly assigned to each
fertilizer in each group. The time period of the experiment was 20th November,
1993 to 19th July, 1994. The height of the trees were measurcd every two
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months and were recorded in cm, Thus G = 3, T =3, P = 5, N = 45, The
nonparametric univariate and multivariate tests for the hypothesis of different
effects are given in Table 3.1.

Table 3.1. Nonparametric Univariate and Multivariate Tests

Source of Variation Test Statistics d.f. Sig (%)
Univariate

.Group 15.0285 ' 10 0095218
Treatment 65.21928 10 00011978
Group X treatment 5.90192 20 1222975
Occasion (nonth) 112.3587 36 00009091
Group X occasion 3.3994 24 78987
Treatment X occasion 75.66592 24 008512
Group X treatment X occasion 2.544693 16 682579
Multivariate

Group . 3.9825 2 1352
Treatment 3039442 2 0009985
Group X treatient 0.69578 4 676685
Oceasion (month) 4528956 4 0008788
Group X occasion 1.11295 8 722993
Treatment X occasion 6.24459 8 0197285
Group X treatinent X occasion 5.278533 16 3922119

The Table 3.1 indicates that treatments and occasions effects are significant
in both the nonparametric univariate and multivariate approachces. All interaction
effects except treatment X occasion interaction are insignificant. The occasion
effect is highly significant i.e., a significant variation of growth of plant over
the time.

REFERENCES

{11 "Bhapkar, V.P,, 1961. A nonparametric test for the problems of several sample.
Ann. Math. Statist., 32, 1108-1117.

[21 Bhapkar, V.P., 1965. Some nonparametric tests for the multivariale scveral
sample location problems. Proc. Internal. Symp. Mult. Analysis, Academic
Press, New York, 28-42.



NONPARAMETRIC ANALYSIS OF MEASUREMENTS EXPERIMENTS 93

3]
4
[5]
{6]
{7
(8]
9]
(1]

(]

[12]

(13}

{15]
(16]
[17]

{18]

Chatterjee, $.K. and Sen, P.K., 1966. Nonparametric tests for the multisample
location problems. SN. Roy Memorial Volume, Edited by R.C. Bose.

David, J.B. and Mckean, J.W., 1993, Rank-based methods for multivariate
linear models. J. Am. Statist. Assoc., 88, 245-251.

Friedman, M., 1937. The use of ranks to avoid the assumption of normality
implicit in the analysis of variance. J. Am. Statist. Assoc., 32, 675-701.

Istam, M.N,, 1992. Analysis of repeated measurements experiment. M. Phil.

" Thesis, Jahangimagar University.

Islam, M.N., 1997, Parametric and nonparametric analysis of multifactor
repeated measurements experiments. Ph.D. Thesis, Jahangimagar University.

Koch, G.G. and Sen, P.K. 1968. Some aspects of the statistical analysis of
the mixed model. Biometrics, 33, 27-47.

Kruskal, W.H. and Wallis, W.A., 1952. Use of ranks in one criterion variance
analysis. J. Am. Statist. Assoc., 46, 583-621.

Lana, R.E. and Lubin, A., 1963. The effect of corrclation on the repeated
measures design. Education and Psychological Measureptents, 23, 729-739.

Lee, Y.S., 1971. Asymptotic formula for the distribution of a multivariate test
statistics : power comparisons of certain multivariate tests. Biometrica, 58,
647-653.

Madsen, K.S., 1977. A growth curve model for studies in morophomatrics,
Biometrics, 33, 659-669.

Prabhakaran, P.V. and Rani Jhon, 1994. Rasik analysis of variance in groups
of experiments. Jour. Ind. Soc. Agril. Statist., 46(2), 201-209.

Puri, M.L., 1964. Asymptotic efficiencies of a class of C samples. Ann. Math.
Statist,, 35, 101-121.

Quade, D., 1966. On analysis of variance for the K sample problem. Ann.
Math. Statist., 37, 1747-1756.

Rahman, MM., 1989. Comparison of methods for the analysis of repeated
measurements experiments., Ph.D. thesis. Aberdeen University, UK.

Rai, S.C. and Rao. P.P.. 1980, Use of ranks in groups of experiments. Jour.
Ind. Soc. Agril. Statist., 3X2), 25-33.

Suguria, N., 1965. Multi-sample and multivariate nonparametric test based on
U-statistics and their asymptotic cfficiencies. Osaka. J. Math., 2, 385-426.



