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1.	 INTRODUCTION
In finite population survey sampling, the aim is 

to estimate the finite population parameters such as 
population mean, population total etc. There are two 
fundamentally different approaches to finite population 
sampling theory. First one is based on sampling design 
in which use of probability distribution generated by 
random sampling plan P is the basis for inference. 
Second approach is referred to as model based 
prediction approach (Royall, 1970, 71) which depends 
on the assumption of a super-population model 𝜉 
(say) that plays an essential role in finite population 
inference. Another third approach is a hybrid of the 
two approaches mentioned above, which is referred 
to as model-assisted approach (Cassel et  al., 1976; 
1977; 1979; Sarndal et al., 1992), where model-based 
and design-based & principles are combined for finite 
population inference. In the present paper, we will 
deal with model based prediction approach for finite 
population sampling theory. So, firstly we brief review 

some of important contributions on model-based 
prediction approach in this section.

Royall (1970) was first person who advocated 
model-based prediction approach for finite population 
sampling theory. He considered the following super-
population model

( ) 1/2
k k k kY x v x ,k 1,2, , Nβ ε= + = …  

( ) ( ) ( )2
k k kV Y  v x ,  0ξσ ε= Ε = .� (1.1)

where, Yk
’s (k = 1, 2, …, N) are independent random 

variables, ( )kv x  is a variance function of xk, 
2σ  and β  

are parameters of the model. Associated with each kth 
unit are pair of number (yk, xk ), where yk is unknown 
and xk is known quantity being auxiliary variable, yk is 
considered as realised value of Yk. Thus, the objective 

is to estimate 
1

N

k
k

T y
=

= ∑ . For this, a sample s is selected 

from the population under study. He showed that for 
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given sample s, model-based best linear unbiased 
estimator (BLUE) of T is

ˆˆ[0,1: ( )]k k k
s s

T v x y xβ= +∑ ∑ � (1.2)

Where β̂  = 2

( )

( )

k k k
s

k k
s

y x v x

x v x

∑
∑

, which is BLUE of β  

and s  contains the units not sampled, i.e., complement 
of s. The model (1.1) is referred to as 𝜉-model, and it is 
denoted as ( )0,1: .kv xξ     For ( )k kv x = x , the estimator 
in (1.2) reduces to [ ]1̂ 0,1: kT x  and it can be verified that 
it is the usual ratio estimator for a given sample s.

In fact, the approach is referred to as prediction 
approach because the second term of the estimator 
given in equation (1.2) is simply a prediction of k

s
y∑  

based on fitting of the model (1.1) by least square 
technique using data in sample s.

The model-variance of the estimator in equation 
(1.2) is

{ } { } 2ˆ ˆ0,1: ( ) [ 0,1: ( ) ]k kV T v x E T v x Tξ
  = − 

2

2
2 ( )

/ ( )

k
s

k
sk k

s

x
v x

x v x
σ

  
  
  = + 
 
  

∑
∑∑ � (1.3)

For ( )k kv x = x , the [ ]1̂ 0,1: kT x  is the usual ratio 
estimator and its model variance is

2
1

1

ˆ (0,1: )
k N

s
k k

k
s

x
V T x x

x
σ  = 

∑
∑∑ � (1.4) 

The variance given in equation (1.4) can be further 
minimised by choosing a sample consisting of those n 
units whose x-values are largest, i.e., k

s
x∑  attains its 

maximum value. Such sample is referred to as optimal 
sample denoted as (0,1: )s x . Thus, the estimator 
[ ]1̂ 0,1: kT x  is the optimal estimator under model 
[ ]0,1: kxξ  for the optimal sample (0,1: )s x . Royall 

(1971) further demonstrated that mean-square error 
(MSE) of the usual ratio estimator under simple random 
sampling without replacement is inferior in many 
applications to the model-variance of the usual ratio 
estimator under super population model [ ]0,1: kxξ  .

However, the correctness of the results in the 
prediction approach depends on the validity of the 
assumed super-population model. Royall & Herson 
(1973a) studied the robustness of the predictor/estimator 
if the assumed model fails to hold. Suppose that the 
assumed model does not hold true and if some other 
model, i.e., a general polynomial model of degree J

( ) 1 22
0 0 1 1 2 2 ...... J

k k k J J k k kY x x x v xδ β δ β δ β δ β ε= + + + + +    , 
1, 2,...,
0,1, 2,...,

k N
j J
=
= � (1.5)

holds true, where 1jδ =  if jth component (j = 0, 
1, 2, ..., J) appears in the model, otherwise, zero..
The model (1.5) is denoted as 0 1 2[ , , ,..., : ( )].J kv xξ δ δ δ δ  
They showed that the estimator [ ]ˆ 0,1: kT x  is robust 
and BLUE even under model 0 1 2[ , , ,..., : ( )],J kv xξ δ δ δ δ  

for ( )
1

J
j

k j j k
j

v x a xδ
=

= ∑ , a0, a1, …, aJ being some 

constant, provided that all the terms which appear in 
the variance function v(xk) must also appear in the 
general polynomial model and sample selected is 
balanced one, i.e., ( ) ( )j j

s xx =  for all j = 1, 2, ..., J, 

where 
1

( ) N
j

k
k

jx x N
=

=∑ . For positive integer J, let s(J) 

denote any sample satisfying 
( ) ( )j j

s xx =  for j= 1, 2, …, 
J, then s(J) is referred to as balanced sample. However, 
they remarked that the cost of this insurance (balanced 
sample) could be quite high.

Royall and Herson (1973b) further suggested 
an alternative strategy, i.e., stratified sampling with 
separate ratio estimator within the strata, which could 
offer same protection at somewhat low cost. They 
suggested stratification of the population on the basis of 
size variable(x) and use of balance sampling along with 
separate ratio estimator of T. The strata are formed as 
follows: the N1 units whose x-values are smallest form 
stratum 1, the next N2 smallest units form stratum 2, and 

so on, such that 
1

H

h
h

N N
=

=∑ . Thus, no unit in hth stratum 

is larger than any unit in (h+1)th stratum. Assume that 
the working model is ( )0,1: hkv xξ    , i.e.,

1 2[ ( )] , 1, 2,..., ; 1, 2,...,hk h hk hk hk hY x v x h H k Nβ ε= + = =

� (1.6)

( ) 2 ( ), ( ) 0hk hk hkV Y v x Eσ ε= =
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The model based unbiased estimator of 

1 1

hNH

hk
h k

T y
= =

= ∑∑  for given sample sh of size nh units from 

hth stratum is given by

1

ˆ ˆ [0,1: ( )]
H

h hk
h

stT T v x
=

=∑ � (1.7)

Where 

2

/ ( )
ˆ [0,1: ( )]

/ ( )
h

h h

h

hk hx hk
s

s shk hk
s

h hk hk hk

y x v x
T v x y x

x v x
= +

∑
∑ ∑∑ � (1.8)

For ( )hk hkv x = x , ŝtT  become ( )
1

ˆ ˆ 0,1:
H

st h hkT T x′ = ∑
� (1.9)

and 1
1

ˆ [0 1 ]
h

h

h

N
s

k
s

hk

h hk hk
hk

y
T x x

x =

=
∑

∑∑

Variance of ŝtT ′  is given model as

( ) 2

1 1

ˆ
h

h

h

NH
s

hk
h

s

hk

st
hk

x
V T x

x
σ

=

 
 ′ =  
 
 

∑
∑ ∑∑

� (1.10)
If the working model is ξ(0,1:xhk) and true model 

is 0 1[ , ,.... : ( )]J hkv xξ δ δ δ , then the estimator ŝtT ′  given 
in eqn. (1.9) under this true model is biased one. If 

( ) ( )j j
sh hx x=  (stratum mean of degree j) for j = 1, 2, … J 

and for all h = 1,2, … H, then such sample is referred 
to as stratified balanced sample denoted by s* (J). For 
s* (J), ŝtT ′  is unbiased and its variance in eqn. (1.10) 
reduces to

( )
2

2

1

'ˆ 1
h

H
h h

h
h h

st
N n

V T x
n N

σ
=

 
= −  

 
∑ � (1.11)

The variance expression in eqn. (1.11) is applicable 
to any polynomial regression model of degree J or less 
than J if ( )hk hkv x = x .

It has been shown by Royall & Herson (1973b) 
that the strategy ' *ˆ[ , ( )]

st
T s J  is more efficient than the 

strategy 1
ˆ[ , ( )]T s J .

For a fixed cost 
1

H

O h h
h

C C c n
=

= +∑ , where Co is 
overhead cost and ch is a cost of remuneration of each 
unit of the sample sh in stratum h, the variance in 
eqn. (1.11) is minimised, and we get

1/2

1/2

1

( / )

( / )

h h h
h H

h h h
h

N x c
n n

N x c
=

=

∑ � (1.12)

If ch = c for h = 1, 2, … H, then eqn. (1.12) reduces 
to

1/2

1/2

1

( )

( )

h h
h H

h h
h

N x
n n

N x
=

=

∑ � (1.13)

 The above allocation in eqn. (1.13) is referred to 
as an optimum allocation, and optimum variance under 
this optimum allocation is given by

2
1/2

12

( )
ˆ( )

H

h h

st o

N x
V T Nx

n
σ

  
  
  ′ = − 
 
  

∑
� (1.14)

Royall and Herson (1973b) proved a theorem 
which is stated here without proof

Theorem 1.1: If 
1/2

1/2

1

( )

( )

h h
h H

h h

N x
n n

N x
=

∑
, then under the 

model 0 1( , ,..., : )J nkxξ δ δ δ  the strategy *ˆ[ ' , ( ) ]stT s J  is 
efficient than the strategy [ T̂ 1 (0,1:x), s(J)]

Royall (1976) extended the prediction approach 
to two stage sampling and developed optimal (BLU) 
estimator and its variance under general linear super 
population model.

Scott et al. (1978) extended the work of Royall & 
Herson (1973a) by considering the super population 
model denoted by 2[0,1: ]xξ  which is described by

k k k kY x xβ ε= + , k = 1, 2,…, N� (1.15)
2 2 2 2( ) , ( ) , ( )k k k k kE Y x V Y x Eξ ξβ σ ε σ= = =

For a given sample s of size n regardless of the 
manner in which the sample is drawn from finite 
population of size N, the ξ -best linear unbiased (BLU) 

estimator of 
1

N

k
k

T y
=

= ∑  under the model (1.15) is

2
2

1ˆ (0,1: ) k
k k

s s k s

y
T x y x

n x
 

= +  
 

∑ ∑ ∑ � (1.16)

with its model variance



14 B.V.S. Sisodia and R.P. Kaushal / Journal of the Indian Society of Agricultural Statistics 77(1) 2023  11–18

( )2
2 2

22

2
2 2

ˆ ˆ(0,1: ) 0,1:

1
S

k k
s

V T x E T x T

x x
n

ξ

σ

   = −   
   = +  
   
∑ ∑ � (1.17)

Let ( )s s J′=  be a particular sample for which
j j+1
k k k

s s
2

k k k
s s

x x /v(x )
=

x x /v(x )

∑ ∑
∑ ∑

 j = 0, 1 2, …. J.� (1.18)

The sample s’ (J) was referred to as overbalanced 
sample by Scott, et al. (1978). They proved that for s 
= s’(J), T̂  [0,1 : v*(x)] is model based BLU estimator 
under the model  *

0 1[ , ,.... : ( )]J v xξ δ δ δ  for any variance 

function of the form 1

0
*( ) ( )

J
j

j j
j

v x v x a xδ −

=

= ∑ , where aj’s 

are some positive constants. They also showed that for 
a wide class of models, ˆ [0,1: ( )]T v x  is in fact the BLU 
estimator when s = s’ (J).

Note that, the condition (1.18) reduces to the case 
of balanced sample, i.e. ( )( )

,
j

s
j

sx x=  j= 1,2,...,J, which in 
denoted as ( )s = s J  [ Royall & Herson, 1973 a].

For v(x)= x2, the condition (1.18) for overbalanced 
sample s’(J) reduces to

j j-1
k k

s s

k
s

x x
=

x n

∑ ∑
∑

, j = 0, 1, 2, …, J.� (1.19)

Note that for overbalanced samples s’ (J) satisfying 
the eqn. (1.19) the variance of ( )2

2̂ 0,1:T x  is given by

( )
2

2
2̂ 0,1: k

s

NxV T x x
n

σ  =  ∑ � (1.20)

It has been further shown by Scott et  al. (1978) 
that under the model ( )0 1, J, ,..., :v xξ δ δ δ    with v(x) 

= 2 2 2
1 2x xσ σ+ , both 1̂T  with balanced sampling 

and 2̂T  with overbalanced sampling are BLU for 
their respective samples, and 2̂T  is more efficient 
than 1̂T .

Scott et  al. (1978) also extended their work 
in stratified sampling under the model (1.6) with 
( ) 2

hk hkv x  = x . Therefore, the estimator of T under this 
model is given by taking ( ) 2

hk hkv x  = x  in equation (1.7). 
Let it be denoted as 2ˆ (0,1: )st hkT x′′  and it is given by

2 2

1

ˆ ˆ(0,1: ) (0,1: )
H

st hk h hkT x T x′′ = ∑ � (1.21)

where

2 1ˆ (0,1: ) /
h h h

h hk hk hk hk hk
s s s

T x y y x x
n

 
= +   

 
∑ ∑ ∑ .� (1.22)

The model variance of 2ˆ (0,1: )st hkT x′′  is given by

{ }22 2 2

1 1

ˆ[ (0,1: )] ( ) ( ) /
h h

H H

st hk h h s h h s h
h h

V T x N n x N n x nσ
= =

 ′′ = − + − 
 
∑ ∑

� (1.23)

Tam (1986) developed a linear predictor 
1

N

kT y= ∑  
by considering a model

E (y) = X β , D (Y) = 2Vσ � (1.24)
where, V is positive definite diagonal matrix. Tam 

(1987) further considered a Gaussian super population 
model.

2, ( ) 0, ( )Y X E D Vβ ε ε ε σ= + = = � (1.25)
where, V is positive definite symmetric matrix. He 

showed that under this model, model based predictor of 
Royall (1976) is the unbiased minimum mean square 
error predictor of the total T. Royall (1992) showed that 
under the model in eqn. (1.24), T̂  (X : V) remained 
optimal and robust under some different models. Bouza 
(1994) studied the robustness of shrunken predictors in 
stratified sampling under the model ξ (0,1:1) in the case 
of misspecification of the model in terms of whether 
the slope of model is hβ β=  or hβ β≠ .

Using the results of Royall (1992), Valliant et al. 
(2000) showed that unstratified weighted balanced 
sample yielded the same variance as stratification by 
size with optimum allocation of stratified weighted 
balanced sample when BLU predictor of T is used. 
However, there results are based on the assumptions 
of equal variance 2σ  in each stratum and equal cost 
of the survey for each unit in the sample. Moreover, 
the composition of the weighted balanced sample and 
stratified weighted balanced sample leading to the 
overall weighted balanced sample cannot be exactly 
the same in practical situations.

Kaushal et al. (2011) have proposed new shrunken 
estimators in stratified sampling under the model ξ
(0,1:1) and studied their properties and robustness 
on the similar line of Bouza (1994). They found that 
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the proposed new shrunken estimators are more 
efficient than that due to Bouza (1994). They also 
conducted a simulation study to show the superiority 
of the proposed estimators. Sisodia et al. (2015) have 
extended the work of Kaushal et al. (2011) in stratified 
sampling under the model ξ (0,1:xhk). They showed 
that the properties of the proposed shrunken estimators 
under model ξ (0,1:xhk) still hold true even under the 
model ξ [(0,1:v(xhk)] for any variance function v(xhk) 
if sample selected in each stratum is stratified balanced 
sample.

However, considering the piecewise super-
population model (1.6) for each stratum separately in 
stratified sampling poses the following problems:

It requires to making linear approximation of the 
true function in piecewise manner.

Although for stratified balanced sample 
(balanced sample in each stratum) the BLU estimator 

( )h 0 1, JT̂ , ,..., :v xδ δ δ    reduces to expansion estimator 

h

h hk
s

h

N y

n

∑
 for 

0
( )

J
j

j j hk
j

v x a xδ
=

= ∑ , where ja ’s are some 

constants, it still requires to estimate parameters of 
regression function to estimate the error-variance 
in each stratum separately for the evaluation of the 
estimator. It, therefore, results to fitting of H models.

If nh is small and if it is less than J, estimation of
jβ ’s are not possible in the hth stratum (h=1, 2, …, H).

To overcome the above problems, it is better to 
make linear approximation of the true function across 
the strata. That is a single super-population model across 
the strata in which regression coefficients are common 
across the strata. In fact, the way the stratification of the 
population is carried out on the basis of size-variable 
x, the specification of single super population model 
across the strata is meaningful and justifiable. Kaushal 
and Sisodia (2021) has developed robust and BLU 
estimator of T under the model ξ (0,1:xhk) in stratified 
sampling where the slopes are common across the 
strata. For stratified balanced samples with nh hhN x∝  , 

it has been shown that the estimator under ξ (0,1:xhk) 
with common slopes across the strata is more efficient 
than that due to Royall & Herson (1973b) where the 
slopes are different from stratum to stratum under 
certain conditions which has been shown empirically 
to exist.

 Models of type ( )2î 0,1:x γ  have been used by 
various investigators including Smith (1938), Jessen 
(1942), Raj (1958), Rao & Bayless (1969) and Bayless 
& Rao (1970) for empirical results in finite population 
sampling. Empirical results obtained by various 
investigators for wide variety of socio-economic 
variables showed that the γ  value varies between one 
and half and one.

Therefore, an attempt has been made in the present 
paper to develop the BLU estimator under the model 
( )20,1: hkxξ  in stratified sampling when the slopes 

are common across the strata. Robustness and other 
properties of the estimator are studied. The relative 
efficiency of the proposed estimator is also examined 
as compared to the estimator developed by Scott et al. 
(1978) under the model ( )20,1: hkxξ  when slopes are 
uncommon across the strata.

2.	 BEST LINEAR UNBIASED (BLU) 
ESTIMATOR UNDER SINGLE SUPER-
POPULATION MODEL
Consider the super-population model of type 

( )20,1: hkxξ  when the slopes are common across the 
strata, i.e.

;hk hk hk hkY x xβ ε= +  h = 1, 2 …., H, k = 1, 2, …., Nh
� (2.1)

V (Yhk) = 2 2
hkxσ  and ( )hk hkE Y xξ β=

The strata are formed in similar way as mentioned 
in section-1. Let a sample sh of size nh such that 

1

H

h
h

n n
=

=∑  be selected from Nh units in hth stratum. The 

model –based BLU estimator of T under the model 
(2.1) is constructed as

12

1

( / )
ˆ(0,1: ) h

h

H

hk hk H
h s

hk hk
h s

H

hk
h l sh

y x
T x y x

n
=

==
= +

∑∑
∑∑ ∑∑ �(2.2)

where, 
( )

1
/

ˆh

H

hk hk
sh

y x

n
β

=
=

∑∑
� (2.3)

The model variance of T̂  is derived as

( ) 22 2ˆ ˆ0,1: (0,1: )hk hkV T x E T x Tξ
   = −  
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1 1 1

2
( / )

h
h

hh

H

hk hk NH H H
h l s

hk hk hk
h l s h h ks

y x
E y x y

nξ
=

= = = =

 
 
 = + −
 
 
 

∑∑
∑∑ ∑∑ ∑∑

( ) ( )
2

(2)2

1 1

1
h h

H H

sh h s
h h

h hxN n N n x
n

σ
= =

  = − + −  
   
∑ ∑ � (2.4)

Note that the estimator in equation (2.2) is similar 
to the design –based combined regression estimator in 
stratified sampling (See, Sukhatme et al., 1984)

Further, let the samples from each stratum be 
selected in such a way that

1

11

2

1 1

/ ( )

/ ( )

h h

h h

HH
jj

hk hkhk
h sh s

H H

hk hk hk
h h ss

x v xx

x x v x

+

==

= =

=
∑∑∑∑

∑∑ ∑∑
� (2.5)

is satisfied for all j = 0, 1, 2, …, J. This may be 
referred to as overall stratified overbalanced samples. 
If ( ) 2

hk hkv x  = x , then (2.5) reduces to

11

1

h h

h

HH
j lj

hkhk
h sh s

H

hk
h s

xx

nx

−

==

=

=
∑∑∑∑

∑∑
� (2.6)

For j = 2, this reduces to

( )(2)

2
1 1 1

1 ˆ( ) h h
h

H H H

s sh h h h hs
h h h

xxN n n N n Tx
n= = =

 − = − 
 

∑ ∑ ∑ �(2.7)

Substituting for (2)

1
( )

h

H

h h s
h

xN n
=

−∑  from (2.7) into 

(2.4), and after simplification, we get

( )
2

2

1

ˆ 0,1: ( ) h

H

shk h h
h

N x xV T x N n
n

σ
=

  = −  ∑ � (2.8)

Comparing the variance expression (1.23) and 
(2.4) for given samples (h = 1, 2, ….H), we get

2 2 2
'

1 ' 1

1 1 1ˆ[ " (0,1: )]
H H H

st hk h h h
h h hh

V T x V V V
n n n

σ
= ≠ =

  
= − −  

   
∑ ∑ ∑

� (2.9)

where ( )
hh h h sV = N -n x

It implies that the estimator under the model 
( )20,1: hkxξ  with common slope across the strata is more 

precise than the estimator under the model ( )20,1: hkxξ  

with slope varying from stratum to stratum if RHS of 
eqn.(2.9) is greater than zero, i. e.

2 2
'

1 ' 1

1 1 1H H H

h h h
h h hh

V V V
n n n

σ
= ≠ =

  
− −  

   
∑ ∑ ∑ > 0� (2.10)

which may hold true in general. The above result 
can be summarized in the following theorem:

Hence, we have the following theorem:

Theorem 2.1. The BLU estimator ( )2ˆ 0,1: hkT x  of T 
under the model ( )20,1: hkxξ with common slope across 
the strata is more efficient than the BLU estimator ŝt

"T  of 
T under the model ( )20,1: hkxξ  with uncommon slopes 
across the strata if the inequality (2.10) holds true.

The direct comparison of estimator 2̂T  in (1.16) 
developed without stratification on size variable and 
( )2ˆ 0,1: hkT x  is difficult since the two samples are not 

the same in general. However, when sampling fraction 
is small in each stratum, hsx  is expected to be very 
close to hx  but hs hx x≤ , then variance expression of 
( )2ˆ 0,1: hkT x  in (2.4) can be at most

( ) ( ) ( )
2

(2)2 2

1 1

1ˆ 0,1:
H H

h hhk h h h h
h h

x xV T x N n N n
n

σ
= =

    ≤ − + −       
∑ ∑

{ } ( )
2 (2)2 1 ( ) s s

N n N n xx
n

σ  = − + −  

( ) 2 (2)2
s s

N nN n x x
n

σ − = − +   � (2.11)
Comparing variance expression of in (1.17) and 

upper bound of variance of ( )2
hkT̂ 0,1:x  in (2.11), it is 

obvious that ( )2ˆ 0,1: hkT x  will be more efficient than 2̂T  
unless the equality holds in (2.11). It may be noted that 
equality would hold true when two samples are exactly 
the same.

3.	 ROBUSTNESS OF ( )2ˆ 0,1: hkT x

Now, if the model ( )20,1: hkxξ  is true, then 
( )2ˆ 0,1: hkT x  is BLUE of T with variance given in 

expression (2.4). If the model of general polynomial 
form of degree J at most, i.e., ( )2

0 1, ,...., :J hkxξ δ δ δ  is 
true and the estimator ( )2ˆ 0,1: hkT x  is used, then how 
this estimator performs in terms of precision is a matter 
of investigation. We first derive the bias of ( )2ˆ 0,1: hkT x  
under the model ( )2

0 1, ,...., :J hkxξ δ δ δ .
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( )

( )

2

1

1 1 1 1

ˆ 0,1:

1 /

h

h

hh

H

hk hk
h s

NH H H

hk hk hk hk
h s h h ks

E T x T E y

y x x y
n

ξ ξ
=

= = = =


 − = + 




− 


∑∑

∑∑ ∑∑ ∑∑

1

1 1

0 1

1

h h

h

h

H H
j j

hk hkJ H
h s h s

j j hk H
j h s

hk
h s

x x
x

n x
δ β

−

= =

= =

=

 
 
 = −
 
 
 

∑∑ ∑∑
∑ ∑∑

∑∑
� (3.1)

For overall stratified overbalanced samples (see 
equation 2.6), it can easily be verified that the bias in 
equation (3.1) becomes zero and hence, the estimator 
( )2ˆ 0,1: hkT x  is unbiased even under the polynomial 

model ( )2
0 1, ,..., :J hkxξ δ δ δ  but it may not be robust and 

optimal (BLUE) in general. However, some special 
cases are demonstrated below where the estimators are 
robust and optimal (BLUE).

Special cases:

Case I: Let the true model be ( )21,1: hkxξ . The 
expression for bias in (3.1) for j = 0, 1 reduces to

( ) ( 1)2
0

1ˆ 0,1: ( ) s shk
s

x xE T x T N n
xξ β

−  − = − −    
� (3.2)

Where, 
( )

1
h

H

sh h
h

s

xN n
x

N n
=

−
=

−

∑
 and ( )

( )
h

H
1

h s
1 h 1

s

n x
x

n

−

− ==
∑

For j = 1, the condition (2.6) is clearly satisfied and 
this term contribute nothing to the bias. For j = 0, we 
have the term as shown in (3.2). If the samples sh (h=1, 
2 …, H) are so selected that the strategy ( )1

ssx x − = 1, as 
per condition of (2.6), then this term will also become 
zero. Thus, under such situations ( )2ˆ 0,1: hkT x  would 
be robust and optimal (BLUE) even under the model 
( )21,1: hkxξ  as variance of ( )2ˆ 0,1: hkT x  in the model 
( )21,1: hkxξ  under condition (2.6) will be exactly similar 

to the variance of ( )2ˆ 0,1: hkT x in model ( )20,1: hkxξ .

Case II: Let the true model be ( )21,1,1: hkxξ . The 
expression for bias in (3.1) reduces to

2 ( 1)
0

(2)
2

1ˆ[ (0,1: ) ] ( )

( ) /

hk s s
s

s s s s

E T x T N n x x
x

N n x x x x

ξ β

β

− 
− = − − + 

 
 − −  �(3.3)

Where, 
( ) (2)

(2) 1 .
h

H

sh h
h

s

N n x
x

N n
=

−
=

−

∑

Obviously, if the samples sh are so selected that 
satisfy ( 1)

1s sx x −
=  and 

(2)
s s s

x x x=  as per condition of 
(2.6), for j = 0, 1, 2, then bias in (3.3) becomes zero 
and hence, ( )2ˆ 0,1: hkT x  is robust and optimal (BLUE) 
even under the model ( )21,1,1: hkxξ  with variance given 
in (2.8).

Remarks:

(i)	 It can be verified that ( )2ˆ 0,1: hkT x  will remain 
unbiased for stratified overbalanced samples 
satisfying the condition (2.6) even under the 

general polynomial model ( )0 1, ,..., :J hkv xξ δ δ δ    
for any variance function v(xhk) but in general it 
will not be robust and optimal(BLUE).

(ii)	 For unstratified population with overbalanced 
sample ( )s s J′= , Scott et  al. (1978) have proved 
that 0̂T [0,1:v(x)] is BLU estimator under the model 

( )0 1
*, ,..., :J hkv xξ δ δ δ    for any variance function 

of the form 
1

0

* ( ) ( )
J

j
j j

j
v x v x a xδ −

=

= ∑ , where aj’s are 
some constant. Analogous result for ( )2ˆ 0,1: hkT x  
can easily be achieved for any variance function 

of the form 
2 1

1 0

* ( )
H J

j
hk hk j hj hk

h j
v x x a xδ −

= =

= ∑∑  in stratified 

population with stratified overbalanced sample
( )s s J′′= , where ahj’s are some constants. In case 

of departure from * ( )hkv x , ( )2ˆ 0,1: hkT x  remains 
ξ  – unbiased but not optimal. It is, however, a 
matter of an investigation to find the extent of 
departure from the optimality if the variance 
function is different from * ( )hkv x .
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