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1. The Multiple Correlation Coefficient Distribution

In Part I, to derive the distribution of the multiple correlation coeffi
cient a>, we expressed

1 -

as the ratio of two sums of squares. The alternative derivation which
we give now makes use of the fact that

1-^2

can be expressed as a product. In fact we have
N .

1 p-l / ^ rp• (0i2 • ' r-l) ^ •(012- T-l)^

-^ir -(SOIZ-T-I)
i = 1 - , :

where is the dependent variate, x^, ... x^_.^ 'are the independent
variates, and x,,, as before stands for unity. Since the coefficient of
multiple correlation is invariant for any linear transformations of the
independent variates, the distribution problem may be simplified at the
very outset by assuming all the correlations between jCj, ...x^
to vanish except that between x^ and which would be equivalent to
the multiple correlation coefficient Q in, the population. Without loss
of generality we may further assume all the variances unity. The
probability function of the primary variates can then be written, as

A S I ^ '
Const. Xe ^(=l t=i n dXf^ .• (1.1)

i.r )
where

^ • (jCii- - Q {Xi, - mj ,
VI -Q' ^

and

$ir /- = 2, 3, .. .p (1.3)
As before we shall express each .x,,. as, pm of its orthogonal

constituents,- but in a different order; we have • . . •

^ir ^ir • {p 012 • '-r-1) ' (012 • •r_l) • (OI2 r-1)" ^
r - t

"i" ^ bfs' (012' -f-l) -s-l)
« = 0 '
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and

- • (1-5)
Arguing exactly on the same lines as those for obtaining the distribu
tion (2.1) of the earlier paper (1948) the distribution of .

and

< = 1

may be written as

• tp -0

1

•(013 ••r-l) ^ ^^p-012'-r-l {—
i — 1

{=h'}

V
r = 2 L

N-r-i

ri^)VT.
X N-2 N-l

V5 2 ^
N-4

X(x^)^ d(xi')dhXfm d(h')
where

(1.6)

N-r-i

iX,^) ^ d (Xr^) dt.

2 2 r

1 - :i . (h^) 2

(1.7)

(1.8)

N- 1

Setting
= /, sin d,

Xr-=^r.COS0,

and integrating out I, we obtain

X

r(^^){2(i-i3^)}'̂
2(1^)^(/,^)^ d(/,^)

1
N-\

X n {(cos 0,)N—^ d9,}f(h') d Qi")

The range of variation of each B, is from ~ j 2"

variation to range from zero to the distribution reduces to

(1.9)
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0

p-1

a)'
r {2.(12

(/,2) 2 sin a ih^)

Xn {{cose,)^-'-'de,} xfm d{h^) (2:0)
• r=l

Expanding the hyperbolic cosine and integrating for term by term;
we obtain

1 C2r' " r^" ^ ''' -in- p"i"!

x'n {{cose^y-'-^d9,) xf{h^) d{h^) (2.1)
r=l

We note that

I — co^ = n cos^ .
r=l

We shall find, therefore, the distribution of .,

= cos Oi cos 02 ...cos

Set generally

= cos cos 0a .. .cos 9,

The distribution (2.1) thus transforms to

•

2m —I ,

(^ ~ ^1) ^2) • ^00

X 27
V(zi'- Z2')> (V- •••-(Vz'- Vi') ; >•

>= ^1— (raO ] >:/(''•)•'(''') P.2)
To integrate out Zj, Zg. • • •^p-2 we put ' ' .

sin' = f-f- '• = 1' 1, ...p-2
^ ^ r+1 f •

So that the Jacobian

a (Zi, •• -z,.;) (1- ^r+i') sin y, cos •
H((f>l, (l>2, . . .(f>p_2) r=l ' •
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The distribution (2.2) therefore reduces to

1 l ,

<N-\ ,

0 L

/'-3

'n
r=l

X (1- Z\_,) 2 rfv, n Xf{h') d (h^)

Integrating out the ^'s, we have.

2 1

-vA rfN-p

Making use of the relation
1 2"'T (m+i) _ 1

V77 (2m)l 2"'(m)!
We have, since

(?)
r r (m+^) ^

! r. //'—I , \ Vl-^'QV

p-i

U-1= 1 -

r»r^-.F.

N-p-Z

N-l p-l

H "X' 2 '2(l-^2)_

X(^2)2 2 d{c,')f{h^)d{h^).
This, if will be seen, .is identical in form to the distribution (3.7)
obtained in Part I (1948) and therefore, integrating out we obtain
as before the general sampling distribution of as !.

N-\ N-p-Z p-3

. (1 ^i32) 2 (1 Z-^2) 2 . . (^2) 2,

X F
rN-l N-\

T ' 2 ' 2
d{co')

(2.3)

(2,4)

(2.5)

(2.6)

Xl
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But the important thing to note is that just as we obtained the
distribution of for fixed values of the independent variates, we may
from (2.5) obtain the distribution of for fixed values of the
dependent variate. Since

N

is the variance, of which we have assumed to be unity, we obtain
the distribution of for fixed values of as

X iFi

^ NQ^ N-p~1 p-3

N-l p-l NQ^co^
, 2 ' 2

dW) • . (2.7)

which establishes the result that the distribution of co^ is of the same

form irrespective of the fact whether the independent variates are con
sidered fixed or the dependent variate is considered fixed. This duality

•in the distribution theory has been noted by Fisher (1938, 1940), Bart-
lett, (1939) and others. For the case of no real association it can be
visualized from purv=Jy geometrical considerations of symmetry, but as
pointed out by Bartlett (1947) the duahty is not quite obvious for the
non-null case.

2. Distribution of the D^-Statistig

Let samples of and observations be drawn from two p — 1
variate normal populations having the same dispersion matrix. Denote
these observations by

Xj, r = 1, 2, ...p — \

i = 1, 2, 1, «!+ 2, . . ./7i+ «2

i > fly, referring to observations from the second population. Let

E (Xir) = for / <

and = m/ for i >
ni wi + na , .

U Xi, = n^a^, E Xj, = n^a/
<=1 nj + 1

and
"1 Mi+wa

(«1+ «2) c,, = S (Xj, - fl,) (Xj, - a,) + S (Xj/- ag (x^, - a/)
1=1- 4=ni + l.

r, s = \,2, .. .p — \
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The statistic is defined by (Bose and Roy, 1938)

. , (/; - 1) 7)2 = (a, - a/) K - a/)
r, 8 = 1

where || c" || is the matrix reciprocal to || ||.

The corresponding population parameter A ^ is defined by

0 - 1) A ^ a" (m, - m/) (m, - m,')
r,s=l

where || a''"' || is the matrix reciprocal to the common population disper
sion matrix 11 a„ 11

It is well known .that

ip- 1) «Z)2
1 +

Arc„ + ^{a,- a/) (a,- a/)

where

and

2N •

iV = /Zl + «2 ,

-?=i + i
n Wg

INc^^

Introducing quantities x„ for unity and defined by

and

we have

^ =̂ 1, 2, .. .«i

= -for i = «i+ 1, 2, ..712

1 +
(p-~ 1)

IN

1

1-

where w is the coefficient of multiple correlation between the quantity
Xp and the variates Xj, .. .Xj,_i in the pooled sample of size N.
The distribution of the ZJ^-statistic follows immediately from (2.7) as

rN-V

!
07-1) itT, 2

IN -

N-\
P-'i

-N-l p-\ {p-iy
X iFi 2 ' 8iV+4(^-1)

d(D^) (2.8)
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The D^.test for the equality of the, means of two multivariate
normal populations is a particular case of the general T^-test as stated
by Hsu (1938, 1941)':

Let a sample of N observations of p + q random variates be
distributed as ,

N(p-^g) .N

(271-) 2 1a" p e < ' » . "
xndx,, - (2.9)

r, s = m + 1, m + 2, .. .m + p + q

A = 1, 2, .. .m

• =1,2, ...iV

N>m+p+q

The iikehhood ratio statistic appropriate to testing the, hypothesis
i3r„ = 0 r = m+l,m +2, ...m+p + q (3.0)

is given by

and

_j_ 2^2 _ i
ff»+p+a

= 27 w"d,d,- (3.1)
r,a=»i+i

where || iv" || is the matrix reciprocal to || || and
^rs ~ ^ ^ir •(12 ^•m) ^is •(12 • •m)

^ ^ir-(11 ••m-1) ^im •(12 ••m-l)

im • (12 • • ffi-l)

'he general non-null distribution of the above T^-statistic may be
,btained exactly as the disrtibution (2.8). If the hypothesis be true

T^N —m—p —q + l)lp-i-q
^ill be distributed as a variance ratio with p+q and N—m—p—q+l
degrees of freedom. If m = I, and = 1 the test reduces to the
usual r^-test. for the significance of the means of a single sample
form a multivariate normal population. The ZJ^-test relevant to two
samples corresponds to , •' -

- N = «1+ «2

^for z= 1, 2, .. .«i » ,
and

•^<2 = for I >

where n-^, are the two sample, sizes.



144 JOURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

3. Certain Generalizations Associated with the T^-Test

Instead of (3.0), more generally the hypothesis under test may
specify I p + q linear relationships between the parameters'
For simplicity let us take m = 1 only, so that the hypothesis H specifies
the following I relationships ,

f+a

s
r=2

KAi=0, j = 2,3....l+l

To test this we may construct / new variates

7 = 2, 3, .../+!
r^2

(3.2)

where the coefficients may be chosen arbitrarily subject only to the
condition that the 21 rowed matrix of the coefficients A,

Calculating

d,=

and

w.

the statistic

f yn

41"'
= ya yih -

i=l
N

<=i

'>r» is of rank /.

, (2: d^d^w'") {N- m
i,k=2

can be used as the variance ratio with I and N — I degrees of freedo:
Testing equality of means of -f- ^ correlated variables on the basi'
of a sample of size N, and testing, q = p, whether

E (x,) = £ (x,^p), r = I, 2, :..p
considered by Rao"(l 948), what he calls generalization of Student
test in two directions, both fall as special cases of the above hypothesis
The use of Hotellings in testing the equality of means of correlated
variables was first shown by Hsu (1938). Another particular case
of the above hypothesis will be to test whether the differences in
respective mean values of two rnultivariate samples satisfy a given set
of linear relationships. The case of m > 1, the hypothesis to be tested
being ,

• = 0 j = m+l,m + 2, I (3.3)

is distributionally identical. Only in all the calculations of sums of
products and squares relevant to the test statistic, the-variates atj, X2,

. .. .x^_i are to be eliminated as concomitant variates and the variance
ratio is to be used with I and N— / — m + 1 degrees of freedom.






