
1.	 INTRODUCTION
The General Crop Estimation Surveys (GCES) 

Scheme is adopted by the Directorate of Economics and 
Statistics (DES), Ministry of Agriculture and Farmers 
Welfare, Govt. of India and is being implemented in all 
the states of the country to estimate crop yield at a higher 
administrative level (i.e. National, State, district). Since 
1944, Crop Cutting Experiments (CCE) have been used 
to access crop yield. CCEs also play a very important 

role in crop yield estimation in crop insurance. Under 
GCES around 16.48 lakh CCEs were carried out in 
the year 2016-17. Still, these large numbers of CCEs 
are not adequate to provide reliable estimates at lower 
administrative levels below the district level. To obtain 
estimates below the district level, a greater number 
of CCEs need to be conducted than existing. This 
imposes an enormous additional financial burden on 
the government agency and increases the non-sampling 
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errors considerably resulting in further deterioration of 
the production statistics.

To address this problem, instead of conducting a 
massive number of CCEs, we may conduct a smaller 
number and use an appropriate prediction approach 
to estimate the remaining CCEs required for GCES. 
Linear regression is a viable method for predicting 
remaining CCEs. However, in large-scale surveys such 
as agriculture, forestry, environmental, and ecological 
surveys, observations are often spatially correlated. 
This means that the relationship between dependent and 
independent variables will differ across all locations in 
the study area, leading to spatial heterogeneity. When 
this happens, applying a global regression model may 
increase bias and the mean square error of the predicted 
value.

Brunsdon et al. (1996) proposed the Geographically 
Weighted Regression (GWR) model to address spatial 
heterogeneity. Large-scale survey data often contains 
outliers. Several authors have discussed the outlier-
robust method of geographically weighted regression 
(RGWR). They used different approaches such as 
fitting iterative GWR models (Harris et  al., 2010), 
least absolute deviation (Zhang and Mei, 2011; Afifah 
et  al., 2017), robust locally weighted least squares 
kernel regression method (Ma et al., 2014), and robust 
GWR models (Warsito et  al., 2018). Recently, few 
authors attempted to develop estimators using model 
calibration and model based/assisted approaches under 
finite population sampling using GWR (Saha et  al., 
2023; Paul et al., 2023a, 2023b, 2024).

Panse et  al. (1966) adopted the double sampling 
approach for the estimation of block level yield by 
treating the farmer’s eye estimate as an auxiliary 
character and the CCE estimate as a character under 
study. Raheja et  al.(1977) developed a sampling 
methodology for estimating the yield of cotton and 
suggested a procedure for building up advanced 
estimates of the yield of cotton based on a few pickings. 
The Central Statistics Office (CSO, 2008) detailed 
the GCES general guidelines adopted for preparing 
the estimates of crop production of different crops. 
Ahmad et al. (2009) evaluated the methodologies being 
adopted for obtaining official and trade estimates of 
cotton production. Ahmad et al. (2013, 2020),further, 
developed an alternative sampling methodology for 
the estimation of the average yield of cotton using a 
double sampling technique under a stratified two-

stage sampling design framework. Moury et al. (2020) 
proposed two GWR-based estimators to estimate the 
total population for study variables showing spatial 
non-stationarity.

In this study, we aimed to estimate the yield rate of 
cotton crops using a smaller number of CCEs than what 
is mandated by the GCES scheme. To achieve this, we 
proposed an outlier robust geographically weighted 
regression (ORGWR) approach. This method allowed 
us to estimate the remaining CCEs by fitting a GWR 
model and down-weighting observations with large 
residuals.

2.	 MATERIALS AND METHODS
The estimator of regression coefficients under the 

GWR model is similar to that of weighted least squares 
(WLS) of the global regression model except that the 
weight of a particular observation is constant over the 
all-regression point in the WLS method of estimation, 
whereas, in case of GWR parameter estimation, the 
weight of a particular observation is varying from 
location to location over all the regression points.

Let , 1, 2, ..., ,iy i N=  denotes the value of the 
study variable associated with the ith unit of population 
U of size N. Let, ( )1 i NX x ,..., x , ..., x T

=  is a set N x p 

of auxiliary variables where 1 2ix ( , , ..., )T
i i ipx x x=  for 

all i U∈ , are p auxiliary variables associated with the 
study variable. It is also assumed that values of auxiliary 
variables associated with each unit are known.Let 
( ),i iu v  denotes the geographical location of ith unit in 
the space.

Considering the GWR model as

( ) ( )0 1 1 2, , , , , ...,i i i i i i iy u v u v x e i Nβ β= + + =

� .…(1)

whereas ( )0 ,i iu vβ  and ( )1 ,i iu vβ  are the location 
specific intercept and slope parameters of the model at 
the location ( ),i iu v , ix  denotes the value of the 
auxiliary variable of the ith observation, ie  is the 
random error component associated with ith unit, which 
are distribution identically and independently 
distributed as normal with mean zero and variance 2σ .

Let the spatial weight of ith observation with respect 
to the location ( ), i iu v  is ( ),i i iw u v . For defining the 

geographical weighting function, let ( ). ,eu i i id u v  is 
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Euclidian distance between the regression point ( ),i iu v  
and ith sampled data point and hgwr is the bandwidth of 
geographically weighted regression analysis. We have 
considered the Bi-square shape of geographical 
weighting functions (kernel) for this study. The bi-
square shape of geographical weighting functions is 
denoted as:

( )
( ) ( )

22

1 if

0 otherwise

eu i i i
eu i i i gwr

gwri i i

d u v
d u v hhw u v

   − <   =     


. ,
. ,

,

, �
� … (2)

Outliers are often present in sample survey data. To 
deal with them, M-estimation (Huber, 1981) is used to 
lower the weight of observations with high residuals. 
First, we estimated the model and then assigned 

( ). , i r i iw u v  weight to the ith observation with respect to 

the regression point location ( ),i iu v . This created a 
diagonal residual weight matrix, Wr, with its diagonal 
element as

( ) 22
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1 2 2 3

0  otherwise
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Now, this residual weight is multiplied with the 

spatial weight. Thus, a new combined weight matrix, 
Wc, is thus created, which is the term-by-term product 
of each element of the spatial weight matrix and 
residual weight matrix which is defined as:

( ) ( ) ( ). , , . ,  .  i C i i i i i i r i iw u v w u v w u v= .� … (4)
Thus,
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Then, the GWR model parameter can be estimated 

as 

( ) ( )( ) ( )1

, , ,
ˆ    i i i i i iu v u v u v

−
=gwr T T

s C s s C sX W X X W yβ .�
� … (6)

The process involved multiple cycles, where the 
latest set of residuals was computed, and a new model 
fit after each cycle. The weights were then recalculated, 
and the model was updated again using the new 
weights. This automated approach helped to handle 
outliers while calibrating the GWR model. Ultimately, 
this led to an outlier-robust estimate of the parameter 
for the GWR model, i.e., ( ), ˆ

i iu vrgwrβ  as

( )
( )
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Robust geographically weighted regression 
coefficients are obtained for non-sampled point as
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for all 1 2 3j N n= −, , , ..., .
Now, the predicted value of yield of CCEs plots at 

non-sampled points can be denoted as

( ) ( )0 1 1 2 )ˆ ˆˆ , , , , , ...,(rgwr rgwr
j j j j j jy u v u v x j N nβ β= + = − .�

� … (10)
For evaluating the performance of the proposed 

method, we considered all CCE data points used in the 
GCES scheme as a population and sampled a smaller 
portion of data points from it. We used the sampled data 
points to fit the ORGWR approach, which was then 
used to predict the remaining data points of the CCEs 
under GCES. We obtained ORGWR model parameter 
estimates from Eq. (6) at the sampled locations. Using 
these estimates, we predicted the intercept and slope 
parameters at non-sampled locations using Eq. (8) and 
Eq. (9), respectively.

Now, we estimated cotton yield using combined 
observed and predicted datasets, following a stratified 
three-stage random sampling methodology as 
recommended in CSO (2008). The sampling design 
followed for crop cutting experiments in the above-
mentioned manual was a stratified three-stage random 
sampling with mandals/taluks/blocks/tehsils as strata, 
villages within the stratum as first-stage units (FSU), 
fields/survey numbers in the selected village as the 
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second-stage units (SSU), and plots of specified size 
within the selected field as third-stage units. In this study, 
we used the data available in the Division of Sample 
Surveys, ICAR-Indian Agricultural Statistics Research 
Institute, New Delhi, under the project entitled “Study 
to develop an alternative methodology for estimation 
of cotton production”. In Amravati district, there are 
14 tehsils in the Amravati district which are considered 
as strata in this study. The design based estimation of 
the survey data is described below.

Let,
yhij= The plot yield in kg/plot of the jth plot in the ith 

village in the hth stratum
nhi= Number of experiments conducted in the ith 

village of hth stratum
mh= Number of villages in which experiments are 

conducted in the hth stratum
nh= Number of experiments conducted in the hth 

stratum
L = Number of strata in a district
ah = The area under the crop in the hth stratum
The average yield of cotton for the hth stratum is 

obtained as

1 1

1 h him n
h hiji j

h

y y
n = =

= ∑ ∑ ,

and the district-level average yield per hectare is 
given by

 1

1

L
h hh

L
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Y

a
=

=

= ∑
∑

.� … (11)

The sampling variance of Y  is obtained as
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mean square within villages.
The ORGWR approach was used to predict the 

yield of a portion of CCE’s observations required for 
GCES. However, this predicted yield of CCE plots 
could introduce bias in estimating the average cotton 
yield. Therefore, the mean squared error (MSE) of the 
estimator of the average yield was calculated as

( ) ( ) ( ) 2

MSE Y V Y Bias Y = +   
ˆ .

We assumed that the prediction bias at non-sampled 
values followed the same trend as at sampled data 
points obtained using the ORGWR approach. Thus,

( )  Bias 
A P

Y Y Y   = −
   

 ,

where


A
Y 
   was obtained using actual cotton yield data 

at the sampled CCE plots and


P
Y 
 

was calculated using predicted cotton yield 

data of GCES’s CCEs at the same locations using the 
ORGWR approach

The percentage standard error of Y  is given by

( )
( )

( )
100

MSE Y
S E Y

Y
= ×

ˆ
% . . .� … (13)

3.	 RESULTS AND DISCUSSIONS
In this study, the geo-spatial locations of the CCEs 

village of the Amravati district of Maharashtra were 
obtained using the GIS map (Fig. 1). The CCE data of 
the Amravati district of Maharashtra state consists of 
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341 villages under the cotton crop during the agriculture 
year 2012-2013. In Amravati district, there are 14 
tehsils in the Amravati district which are considered as 
strata in this study. However, from the GIS map, we 
could only associate the geo-spatial locations to 316 
villages. Therefore, the current study assumes that the 
CCEs data of the cotton crop of the Amravati district 
consists of 316 villages only for which we obtained 
geo-spatial locations. It was assumed that the village 
locations obtained from the GIS map correspond to 
the average yield of 2 CCE plots located in the same 
sampled village. It has been observed during the 
previous study done by Ahmad et al. (2013) that crop 
yield at the third picking of cotton crop has the highest 
correlation with the total yield of cotton crop. Hence, 
crop yield at the third picking of the cotton crop is used 
as an auxiliary variable in this study.

Fig. 1. Distribution of CCE villages selected under GCES for obtaining 
the yield rate of cotton in the Amravati District, Maharashtra for the year 

2012-13

Further, we tested whether the GWR model fits 
the dataset better than the OLS model using the F2 
statistic method by Leung et al. (2000). Table 1 shows 
the statistical comparison between the GWR and OLS 
models in explaining the cotton crop yield dataset.

Table 1. Statistical indicator for comparing the GWR model over 
the OLS model for explaining the yield dataset of the cotton crop

F2 statistic Numerator DF Denominator DF Pr(>F)

2.2172 82.2709 314 4.731e-07 *

*: Represent that the test statistic found significant

Based on the findings presented in Table 1, the 
GWR model performed better than the OLS model. To 
test for spatial non-stationarity in the data, we employed 
F3 statistics (Leung et  al., 2000), and the results are 
reported in Table 2 and Fig. 2.

Table 2. Statistical indicators for testing the presence of spatial 
non-stationarity in the dataset

Parameter Value of F3 
statistic

Numerator 
DF

Denominator 
DF

Pr(>F)

Intercept 2.8510 121.5096 269.13 6.033e-13 *

Slope 
parameter

2.0568 57.2825 269.13 7.001e-05 *

Table 3. Summary of parameter estimates obtained using the 
GWR model

Parameter Minimum 1st 
Quartile

Median 3rd 
Quartile

Maximum

Intercept 1.0318 5.4948 11.8060 16.3625 25.7648

Slope 1.2180 2.4333 3.1134 3.4336 5.1916

Tables 2 and 3 indicate that the parameters of the 
GWR model differ across the study area, suggesting the 
presence of spatial non-stationarity in the cotton yield 
data. In Table 4, we compare the performance of the 
GWR and OLS models in fitting the cotton crop yield 
dataset in the Amravati district of Maharashtra. The 
GWR model outperforms the OLS model with higher 
R2 and Adjusted R2 values and a lower residual sum of 
squares. Therefore, the GWR model provides a more 
accurate explanation of the cotton crop yield rate in the 
Amravati district of Maharashtra than the OLS model.

Table 4. Statistical indicators explaining the fitting of the GWR 
and the OLS model on the dataset

Parameter GWR model OLS Model

R2 0.808 0.660

Adjusted R2 0.759 0.659

Residual sum of squares 9702.542 17138.82

In this study, we aimed to estimate the yield rate 
of cotton crops using a smaller number of CCEs than 
the GCES scheme. To do this, we used the proposed 
ORGWR approach, which down-weights observations 
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with large residuals when a GWR model is fitted using 
the CCE data of the Amravati district of Maharashtra for 
the agricultural year 2012-13. The Amravati district has 
a total of 316 CCE villages, and it consists of Tehsil as 
a stratum. To create our working datasets, we randomly 
retained 50% and 75% of CCE villages from each 
stratum. We then predicted the yield rate of the deleted 
observations using the proposed method (Eqn. 10) on 
the working data. After that, we obtained the combined 
dataset by combining the respective working data with 
predicted observations. The average yield of the cotton 
crop was estimated along with its MSE of the Amravati 
district using each combined dataset as well as the 
complete dataset of CCE villages. We then compared 
the result obtained from the combined dataset with 
that of the complete CCE dataset of the Amravati 
district. The estimates of average cotton yield (kg/ha) 
along with their percentage Standard Error (%SE) are 
presented in Table 5.

Table 5. Comparison of estimated average cotton crop yield 
using the GCES procedure and a combined dataset of original and 

predicted observations using the ORGWR approach

Sample Size
(% of the original sample) Average yield (kg/ha) %SE

158 (50%) 512.707 0.868

237 (75%) 511.360 0.744

316 (100%) 510.871 0.714

Table 5 presents the average cotton yield estimates 
obtained through two different approaches i.e. the 
GCES procedure with a complete dataset and the 
ORGWR approach using a combination of incomplete 
datasets and predicted datasets. We used the ORGWR 
approach with a reduced number of CCE villages (50% 
and 75% of the complete dataset) to obtain the estimates 
of average cotton yield. The findings showed that the 
estimates obtained through the ORGWR approach are 
comparable to those obtained through the traditional 
GCES approach using the entire dataset, with reliable 
standard errors. We also calculated the standard errors 
of the average cotton yield estimates, which are reliable 
and decreasing as the sample size increases.

Fig. 2. Distribution of intercept and slope estimates in the GWR model for predicting cotton yield in  
unsampled CCE villages of Amravati District, Maharashtra
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4.	 CONCLUSIONS
This study aimed to estimate the yield rate of cotton 

crop using a method that requires fewer CCEs than the 
GCES scheme. The proposed approach is called the 
ORGWR method. The study found that the estimates 
of the average yield of cotton using the ORGWR 
approach are comparable to the estimate obtained using 
the GCES methodology with the complete dataset, and 
it provides reliable standard errors. The study suggests 
that with a stratified three-stage random sampling 
framework with mandals/taluks/blocks/tehsils as 
strata, villages within the stratum as first-stage units 
(FSU), fields/survey numbers in the selected village 
as the second-stage units (SSU), and plots of specified 
size within the selected field as third-stage units, we 
can reduce the number of CCEs up to 50% of the CCEs 
needed for the GCES scheme and predict the rest of 
the CCEs using the proposed ORGWR approach for 
estimating crop yield by using 3rd picking of the cotton 
crop as an auxiliary variable. This method can produce 
an estimate of the average yield of cotton with a reliable 
degree of precision.
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