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1.	 INTRODUCTION
The unemployment in any nation has several 

adverse effects on the economy. According to 
International Labour Organisation (ILO, 2022), it is 
projected that the status of unemployment at global 
level in 2022 stands at 207 million. India has been 
facing the menace of unemployment for years due 
to increasing working population, technological 
advancements causing substitution of labour by capital 
and uneven development pattern (Chand et al., 2017).
Furthermore, the problem of unemployment leads to 
the problem of poverty (Dev and Venkatanarayana, 
2011). People unemployed for a long time may indulge 
in illegal and wrong activities for earning money which 
increases crime in the country (Mittal et al., 2019). Due 
to unemployment the workforce that could have been 
gainfully employed to generate resources actually gets 
dependent on the remaining working population, thus 
escalating socio-economic costs for the state. Thus, 

unemployment indicates the health of the economy and 
UR is the most frequent measure of unemployment. 
Considering the importance of availability of labour 
force data at more frequent time intervals, National 
Statistical Office (NSO) launched Periodic Labour 
Force Survey (PLFS) on April, 2017 with the twin 
objectives: (i) to estimate the key employment and 
unemployment indicators (viz. Worker Population 
Ratio (WPR), Labour Force Participation Rate 
(LFPR), UR) in the short time interval of three 
months for the urban areas only in the CWS, and (ii) 
to estimate employment and unemployment indicators 
in both usual status (ps+ss) and CWS in both rural 
and urban areas annually. According to NSO, UR 
is defined as the percentage of unemployed persons 
in the labour force. The estimates of UR in CWS 
gives an average picture of unemployment in a short 
period of 7 days during the survey period. According 
to the CWS approach, a person was considered as 
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unemployed in a week if he/she did not work even for  
1 hour during the week but sought or was available for 
work at least for 1 hour during the week. The Quarterly 
Bulletin of PLFS provides estimates of labour force 
indicators including UR in the short time interval of 
three months for the urban areas only in the CWS 
starting from the quarter April-June, 2018. Therefore, 
the quarterly estimates of urban UR in the CWS are 
available from the quarter April-June, 2018 to January-
March, 2023 at the state and national level in India.

Though PLFS is a comprehensive data set 
employed to estimate trends in labour market, the 
available data has lag between survey and reporting 
(9 months for the quarterly PLFS for urban sector) 
(Economic survey, 2021-22). Many advanced 
economies such as USA, United Kingdom and Japan 
provides their published data in less than two months 
of survey as far as labour indicators are concerned 
(Economic Survey, 2021-22). Therefore, many a times, 
proxies such as work demand under MGNREGA or 
EPFO subscriptions are frequently employed to assess 
recent trends in employment (Economic survey, 2021-
22). This also signifies the need to have a reliable 
and working forecasting model to predict the future 
trends of labour markets, especially the UR, with more 
accuracy. There are different methods to forecast UR, 
say for example, moving averages, simple exponential 
smoothing, double exponential smoothing (also known 
as Holt’s method), Holt-Winters Smoothing and 
Autoregressive Integrated Moving Average (ARIMA) 
model. Voineagu et al. (2012) employed econometric 
smoothing methods based on a modified version of 
Holt’s approach to predict monthly UR using data 
from a series of Labour Force Surveys conducted by 
the Romanian National Institute of Statistics between 
2004 and 2011. Dumicic et  al. (2015) used many 
approaches, including double exponential smoothing 
and the Holt-Winters method, to predict the UR in 
selected European nations using quarterly UR data 
from January-March 2001 to October-November 2013. 
Vicente et al. (2015) applied the ARIMAX model to the 
monthly dataset of Registered Unemployment Statistics 
from January 2004 to December 2012, published 
by the Spanish Ministry of Employment and Social 
Security, as well as explanatory variables from both the 
demand and supply sides of the labour market. Jaffur  
et  al. (2016) studied the out-of-sample forecasting 
ability of several linear and nonlinear univariate time 
series models, such as ARIMA and GARCH, using 

the monthly seasonally adjusted Canadian URs from 
1980 to 2013. Chakraborty et  al. (2020) proposed 
an integrated strategy by combining the ARIMA and 
autoregressive neural network models, that can more 
reliably forecast URs. They have used the monthly data 
on URs of length more than 400 for Canada, Germany, 
Japan, Netherlands, Sweden, and Switzerland whereas 
for New Zealand it is quarterly data of length 132. 
Therefore, it is evident that all these methods of 
forecasting UR need time series data of sufficient 
length.

In India, quarterly estimates of urban UR are 
available for twenty quarters (April-June, 2018 
to January-March, 2023). Therefore, the typical 
approaches for predicting UR may not be applicable 
to this type of small time series data, as the assumption 
about required number of observations will be 
violated. As an advantage over conventional statistical 
models, the Grey model takes less data to construct 
a differential forecasting model (Deng, 1989). The 
minimum number of observations required to build a 
Grey model is four. Kayacan et  al. (2010) examined 
the accuracy of several Grey models for forecasting the 
United States dollar to Euro exchange rate using data 
from 01.01.2005 to 30.12.2007. Lin (2013) used the 
Grey model to predict the diffusion of mobile cellular 
broadband and fixed broadband in Taiwan based on 
annual mobile cellular broadband penetration data 
from 2005 to 2011. Different applications of the Grey 
model, its modification and comparison with other 
methods are available in literatures, see for example 
Muqtadir et  al. (2016) and Yang et  al. (2018). Sinha 
et al. (2020) applied the Grey model for forecasting the 
annual production of rice, wheat, maize, total oilseeds 
and total pulses in the Uttarakhand state of India using 
yearly data from 2000 to 2016. Therefore, application 
of the Grey model may be envisaged to forecast the 
urban UR at the state and national level in India based 
on limited quarterly data available.

2.	 DATA DESCRIPTION
This section presents the basic sources of data 

i.e., survey data which is being used to forecast the 
urban UR at the state and national level. The quarterly 
estimates of urban UR are collected from the Quarterly 
Bulletin, PLFS published by NSO, India. The estimates 
are available for the April-June, 2018 to January-
March, 2023 for different age groups and gender at 
the state and national level. Different age groups are 
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15‑29  years, 15 years and above, and all age group. 
Since the persons belonging to age group 15-29 years is 
the country’s youth population and the UR was highest 
in this age group, therefore, gender specific analysis 
was focused for this age group.

3.	 METHODOLOGY

3.1	 Grey model
Deng (1989) proposed the Grey model as a solution 

to the “short sample size” and “poor information 
quality” related uncertainty issue. In grey models, it is 
assumed that all input data values are positive and that 
the sampling frequency of the time series is fixed. The 
most prevalent type of grey model in the literature is 
GM (1,1), which is pronounced as “Grey Model First 
Order One Variable.” This is a model for predicting 
small time series. The coefficients of the differential 
equations of the GM (1,1) model fluctuate with time. In 
other words, the model is updated whenever the 
prediction model receives new data. Since estimates of 
urban UR based on PLFS are available for twenty 
quarters at the state and national levels, and all the data 
points are positive, therefore, grey models can be used 
to predict the urban UR. Let the original data sequence 
be (0) (0) (0) (0)

1 2( , ,..., )nx x x=x . The original time series data 
sequence, (0)x  is then subjected to an operation, called 
Accumulating Generation Operation (AGO) to smooth 
the randomness present in the data. The new data 
sequence (1) (1) (1) (1)

1 2( , ,..., )nx x x=x  is generated from (0)x  
by the AGO as follows:

(1) (0)

1
,   1, 2,...,

k

k i
i

x k n
=

= =∑x .

The differential equations of the GM (1,1) model 
are given by

(0)
(1)k
k

dx
x

dk
α β+ = ,

where, b and a are the developing coefficient and 
control variable respectively. The parameters of the 
grey model ( , )α β ′=θ  can be estimated as follows:
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n1  is the unit vector of length n and
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Here δ is adjustment coefficient and usually 
specified as 0.5 for convenience, but this is not the 
optimal setting. From the Grey differential equation, 
the solution of (1)

kx  at time (i+1) is given by

( ) (0)
1 1

p i
ix x e αβ β

α α
−

+
 = − +  

.

To obtain the predicted value of the original data 
at time (i+1), the Inverse AGO is used to establish the 
following grey model,
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and the predicted value of the original data at time 
(i+H) is given by
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i Hx x e eα αβ
α

− + −
+

 = − −  
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3.2	 Model accuracy evaluation method
In order to evaluate the forecasting performance of 

the Grey model, Relative Mean Absolute Percentage 
Error (RMAPE) is used as a criterion. The RMAPE is 
computed as

(0) ( )

(0)
2

1 100%,
1

pn
i i

i i

x x
RMAPE

n x=

−
= ×

− ∑

where, (0)
ix  and ( )p

ix  represent the actual and 
predicted value of the urban UR, respectively.

4.	 RESULTS AND DISCUSSIONS
The time plots of quarterly urban UR estimates 

are generated using the PLFS data from the quarter 
April-June, 2018 to January-march, 2023 for the male, 
female and persons of age15-29years.The time plots 
are generated for the major Indian states like Gujarat, 
Maharashtra, Tamil Nadu, Uttar Pradesh and West 
Bengal as well as at the all-India level. These plots are 
presented in the Fig.1 to Fig.3.

The time plot in Fig. 1 shows that there was a 
decreasing trend in urban UR for male persons of age 15-
29 years from the quarter April-June, 2018 to October-
December, 2019 followed by a drastic increase during 
the quarter April-June, 2020 which coincided with the 
covid-19 pandemic period. However, subsequent to 
this, urban URs show a decreasing trend at the state 
and national level. Similar patterns were also observed 
for urban URs of female and all persons of age 15-29 
years. The urban UR was found to be lowest in Gujarat 
for male, female and persons of age 15-29 years for 
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Fig. 1. Time plot of quarterly urban UR estimates for male persons of age 15-29 years from April-June,  
2018 to January-march, 2023 for the major Indian states as well as at all India

Fig. 2. Time plot of quarterly urban UR estimates for female persons of age 15-29 years from April-June,  
2018 to January-march, 2023 for the major Indian states as well as at all India

Fig. 3. Time plot of quarterly urban UR estimates for all persons of age 15-29 years from April-June,  
2018 to January-march, 2023 for the major Indian states as well as at all India
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most of the quarters. However, it is interesting to note 
that the gap between male and female UR is quite high 
for majority of the states. The out of sample forecast 
values of urban UR during the quarter April-June, 2023 
for male, female and all persons of age 15-29 years are 
generated from the GM (1,1) model and are presented 
in Table 1 along with RMAPE value of the prediction.

From Table 1, it is evident that RMAPE values of 
predicted urban UR for the male persons of age 15‑29 
years indicate that grey model gives satisfactory forecast 
for the states of Andhra Pradesh, Bihar, Chhattisgarh, 
Haryana, Madhya Pradesh, Odisha, Punjab, Rajasthan 
as well as at all India level. However, it gives good 
performance for the state of Tamil Nadu, Telangana 
and Uttar Pradesh. For female persons of age 15-29 
years, RMAPE values depict that grey model generates 
satisfactory forecast of urban UR for the states of 
Andhra Pradesh, Bihar, Chhattisgarh, Madhya Pradesh, 
Punjab, Tamil Nadu and Telangana. For the state of 
Kerala and at all-India level it generates good forecast. 

However, for persons of age 15-29 years, grey model 
generates satisfactory forecast of urban UR for the state 
of Bihar, Himachal Pradesh, Punjab, Rajasthan and 
Uttar Pradesh. During the quarter April-June, 2023, 
maximum and minimum urban UR for male person 
of age 15-29 years is predicted to be 30.70 and 7.33 
which corresponds to the state of Rajasthan and Gujarat 
respectively. For female person of age 15-29, maximum 
and minimum UR is expected to be 54.66 and 10.89 
during the quarter April-June, 2023 corresponding 
to the state of Assam and West Bengal respectively. 
From these results, it is quite evident that urban UR 
for female persons is expected to be much higher than 
male persons except for the state of West Bengal. In 
particular, for the state of Assam this difference in 
urban UR between male and female persons is quite 
high. Earlier literatures also agree with the result as in 
general it is reported that female is more unemployed 
compared to male and the gap is more evident in urban 
areas. (Sinha, 2013; Nepram et al., 2021)

Table 1. Forecasted urban UR for male, female and all persons of age 15-29 years for the quarter April-June, 2023 along with RMAPE

State
15-29 years male 15-29 years female 15-29 years person

Forecast April-June 2023 RMAPE Forecast April-June 2023 RMAPE Forecast April-June 2023 RMAPE

Andhra Pradesh 21.35 14.76 25.50 12.82 9.01 20.05

Assam 17.99 16.32 54.66 20.04 8.59 16.03

Bihar 23.55 13.17 36.81 13.86 9.61 12.39

Chhattisgarh 30.61 11.44 33.91 11.75 13.45 16.51

Delhi 11.19 32.04 19.06 35.72 5.89 24.36

Gujarat 7.33 21.37 11.73 23.85 3.76 20.44

Haryana 23.52 12.43 44.01 27.13 11.38 16.77

Himachal Pradesh 24.25 22.77 41.54 29.85 11.49 15.14

Jharkhand 21.01 26.97 24.45 29.07 10.52 35.31

Karnataka 12.28 15.73 20.57 41.72 5.60 23.73

Kerala 29.81 15.90 46.14 6.48 14.16 22.67

Madhya Pradesh 20.78 13.11 23.56 14.20 9.59 19.43

Maharashtra 18.28 30.60 19.82 27.80 9.10 46.08

Odisha 26.85 11.20 34.45 15.36 11.33 16.59

Punjab 19.65 11.56 27.14 14.36 8.29 10.40

Rajasthan 30.70 10.71 54.01 15.56 14.14 13.12

Tamil Nadu 21.42 9.59 23.92 13.29 8.97 19.25

Telangana 20.66 9.70 23.30 10.50 8.82 17.14

Uttarakhand 28.25 22.20 28.22 17.42 11.82 24.33

Uttar Pradesh 15.35 9.75 29.23 23.76 7.69 14.03

West Bengal 14.27 18.87 10.89 19.18 5.56 24.78

All-India 18.36 11.93 25.33 9.47 8.50 18.16
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5.	 CONCLUSION
In this study, grey model has been utilised to predict 

the urban UR at the state and national level using PLFS 
estimates. As the grey model provides reasonable 
quarterly estimates of urban UR with the limited 
available data, the model’s potential use in policy 
planning is more promising. These advanced estimates 
of quarterly urban UR generated from the grey model 
will aid policymakers and Government agencies in 
designing proactive and targeted interventions. At the 
state level, majority of the states showed satisfactory 
performance in terms of forecast accuracy. However, 
the performance of the grey model may not be 
sufficient at the state level when estimates of urban 
UR have significant variations in the past, as shown 
by the findings for several states. Still grey model is 
a viable solution for generating out of sample forecast 
in this type of small time series data with reasonable 
precision. However, there is possibility of considerable 
development in this aspect.
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